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ABSTRACT. We investigate general properties, such as existence and unique-
ness, continuous dependence on data and continuation, of solutions to retarded
functional differential equations with infinite delay on a differentiable manifold.

1. INTRODUCTION

The purpose of this paper is to analyze the general properties of retarded func-
tional differential equations (RFDEs for short) with infinite delay on a smooth
boundaryless manifold. We will discuss existence and uniqueness of solutions, con-
tinuous dependence on data and continuation of solutions to such equations.

Let N C R¥ be a boundaryless smooth manifold. Denote by BU ((—o0, 0], N) the
set of bounded and uniformly continuous maps from (—oo, 0] into N with the topol-
ogy of the uniform convergence and let 2 be an open subset of R x BU((—o0, 0], N).
A continuous map ¢: Q — RF will be called a functional field over N provided that
g(t, @) € Ty N for all (t,9) € Q, where, given p € N, by T,N C R* we denote
the tangent space of N at p.

In this paper we will consider RFDEs of the type

(1'1) xl(t) =g(t,{1:t),

where g: Q C R x BU((—o0,0], N) — R* is a functional field over N. By a solution

of the above equation we mean a function x: J — N, defined on an open real

interval J with inf J = —oo, bounded and uniformly continuous on any closed half-

line (—oo,b] C J, and which verifies eventually the equality 2’(¢t) = g(t,x¢). As

usual, given ¢t € J, by a; € BU((—00,0], N) we mean the function § — z(¢t + 9).
Given (7,m) € Q, we will be interested in the initial value problem

(1.2) { 7B = g(t =),
Tr=1.

A solution of problem (1.2) is a function x: J — N, with supJ > 7, such that
x'(t) = g(t,x¢) for t > 7, and x, = 7.

Given a relatively closed subset X of N, and assuming that the initial function
7 is X-valued, we will also study the problem in which at least one solution of
(1.2), possibly the unique one, remains confined in X. A typical situation is when
X is a manifold with boundary (a O-manifold) and N is the double of X. A
convenient “confining” subset X of N could also be obtained by cutting away from
N an appropriate open subset. This is the case considered in Example 5.1 in which
we study the forced oscillations of a motion problem constrained to a compact
boundaryless manifold M. Roughly speaking, in the presence of friction, we define
X as the subset of the tangent bundle N = T'M consisting of the elements whose
“speed” does not exceed a suitable value c.
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The different and related cases of RFDEs with finite delay in Euclidean spaces
have been investigated by many authors. For general reference we suggest the
monograph by Hale and Verduyn Lunel [9]. We refer also to the works of Gaines and
Mawhin [6], Nussbaum [15, 16] and Mallet-Paret, Nussbaum and Paraskevopoulos
[12]. For RFDEs with infinite delay we recommend the articles of Hale and Kato
[8] and, more recently, of Oliva and Rocha [19], and the book by Hino, Murakami
and Naito [10] .

For RFDEs with finite delay on manifolds we cite the papers of Oliva [17, 18].
However, as far as we know, no general theory is available in literature for RFDEs
on manifolds with infinite delay. Our contribution in filling this gap represents the
principal motivation for this paper.

The choice of R x BU((—00,0], N) as the the “ambient” space containing the
domain 2 of the functional field g is due to its sufficiently strong topology. This
fact makes the assumption of continuity of g a weak condition. We point out that
with this topology, if z: J — N is a solution of (1.1), then the curve t — z; €
BU((—00,0], N), t € J, is continuous, as it should be to ensure the continuity of
t— g(t,xs).

Another motivation for chosing R x BU((—o0,0], N) is related to some results
obtained in [1, 2, 3], regarding retarded motion problems constrained to a compact
boundaryless manifold. In these papers the ambient space is R x C((—o0, 0], N)
with its natural compact-open topology. Since C((—o0,0], N) induces on its subset
BU((—00,0], N) a topology which is weaker than the one considered here, we hope
that our investigation in this article could lay the groundwork for possible extensions
of the results obtained in [1, 2, 3].

2. PRELIMINARIES, INITIAL VALUE PROBLEM AND UNIQUENESS OF SOLUTIONS

Given a subset A of R*, we will denote by BU((—o0,0], A) the set of bounded
and uniformly continuous maps from (—oo,0] into A with the topology of the uni-
form convergence. Clearly, BU((—o0,0], A) is a metric subspace of the Banach
space BU((—o0,0],R¥) and is complete, whenever A is closed. The closure and the
complement of A (in R¥) will be denoted by A and A€, respectively. Moreover, the
norm in R* will be denoted by | - | and the norm in BU((—o0,0],R*) by || - ||. For
the sake of simplicity, throughout the paper any norm in an infinite dimensional
vector space will be denoted by || - ||.

We recall that a subset Q of BU((—o0, 0], A) is precompact (i.e. totally bounded)
if and only if it is bounded and given any € > 0 there exists a finite covering F
of subsets of (—o0, 0] such that the oscillation of any ¢ € @Q in each S € F is less
than € (see e.g. [5, Part 1, IV.6.5]). Thus, if A is closed, any precompact subset of
BU((—0,0], A) is relatively compact.

The following is a well-known result for continuous maps between metric spaces.

Lemma 2.1. Let f: X = Y be a continuous map between two metric spaces and
let K be a compact subset of X. Then, for any € > 0 there exists § > 0 such that

re X, ke K, dista(z, k) <0 = disty(f(x), f(k)) <e.

Remark 2.2 below will be used in the proof of the existence of a global solution
and in the proof of the continuous dependence of the solutions on the initial data.

Remark 2.2. Let f: X — ) be a continuous map between metric spaces and let
{z,} be a sequence of continuous functions from a compact interval [a, b] (or, more
generally, from any compact space) into X. If {x,,(s)} converges to z(s) uniformly
for s € [a,b], then f(z,(s)) — f(z(s)) uniformly for s € [a,b]. This assertion
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follows immediately from the above lemma, by taking the compact K to be the
image of the limit function z: [a,b] — X.

Let A be an arbitrary subset of R¥. We recall the notions of tangent cone and
tangent space of A at a given point p in the closure A of A. The definition of
tangent cone is equivalent to the classical one introduced by Bouligand in [4].

Definition 2.3. A vector v € R¥ is said to be inward to A at p € A if there exist
two sequences {a,} in [0, +00) and {p,} in A such that

pn —p and  ay,(p, —p) — v.

The set C, A of the inward vectors to A at p is called the tangent cone of A at p.
The tangent space T,A of A at p is the vector subspace of R¥ spanned by C,A. A
vector v of R is said to be tangent to A at p if v € T, A. One can easily check that
the tangent cone is always closed in R¥.

To simplify some statements and definitions we put Cp,A = T, A = () whenever
p € R¥ does not belong to A (this can be regarded as a consequence of Definition
2.3 if one replaces the assumption p € A with p € R¥). Observe that T, A is the
trivial subspace {0} of R” if and only if p is an isolated point of A. In fact, if p
is a limit point, then, given any {p,} in A\{p} such that p, — p, the sequence
{an(pn —p)}, with a;, = 1/|p, — p|, admits a convergent subsequence whose limit
is a unit vector.

One can show that, in the special and important case when A is a smooth man-
ifold with (possibly empty) boundary A (a d-manifold for short), this definition
of tangent space is equivalent to the classical one (see for instance [13], [7]). More-
over, if p € 0A, CpA is a closed half-space in T,A (delimited by 7,0A), while
CpA=T,Aif p e A\OA. Finally, a vector v is said to be strictly inward at p € A
if v e C,LA\T,0A.

Let g: © C R x BU((—00,0], A) — R* be a continuous map on an open subset
Q of R x BU((—00,0], A). We say that g is a (retarded) functional (tangent vector)
field (over A) if g(t, ) € Ty)A for all (t,¢) € Q. In particular, g will be said
inward (to A) if g(t,p) € CyyA for all (¢, ).

Let us consider a retarded functional differential equation (RFDE for short) of
the type

(21) 1‘/(t) :g(t7$t)7

where g: Q C R x BU((—oc,0], A) — R¥ is a functional field over A. Here, as usual
and whenever it makes sense, given ¢t € R, by z; € BU((—00,0], A) we mean the
function 0 — x(t + 0).

By a solution of (2.1) we mean a function z: J — A, defined on an open real
interval J with inf J = —oo, bounded and uniformly continuous on any closed
half-line (—oo,b] C J, and which verifies eventually the equality z’(¢) = g(t, x¢).
That is, = is a solution of (2.1) if there exists 7, with —co < 7 < supJ, such
that (t,x;) € Q for all t € (r,supJ), = is C* on the subinterval (7,supJ) of J,
and verifies z'(t) = g(t,2;) for all ¢t € (r,supJ). Observe that, the derivative of
a solution z may not exist at ¢ = 7. However, the right derivative Dyx(7) of x
at 7 always exists and is equal to g(7,x,). Also, notice that, since = is uniformly
continuous on any closed half-line (—oo,b] of J, then ¢ — x; is a continuous curve
in BU((—o0,0], 4).

A solution of (2.1) is said to be mazimal if it is not a proper restriction of another
solution to the same equation. As in the case of ODEs, Zorn’s lemma implies that
any solution is the restriction of a maximal solution.
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Given (1,7) € Q, we will also be interested in the following initial value problem:

(2.2) { o' (t) = g(t, 1),

Tr =1.

A solution of problem (2.2) is a solution z: J — A of (2.1) such that supJ > 7,
' (t) = g(t,x¢) for t > 7, and z, = 7.
Clearly, x: J — A is a solution of (2.2) if and only if

on o s st

Below, we will be concerned with the uniqueness of the solution of equation (2.1)
and of problem (2.2).

In proving our uniqueness results, we will make use of the following folk result,
whose proof is given here for the sake of completeness.

Lemma 2.4. Let a : [1,7 + h) = R¥ (0 < h < +00) be a C! function such that
a(t) =0 and
/()] < c sup la(s)], te[rT+h)
T7<s<t

for some constant ¢ > 0. Then, a(t) =0 for allt € [T,7 + h).

Proof. Without loss of generality, we may assume h < +o00. Let 0 < § < h be such
that dc < 1 and take tg € [, 7+ ] satisfying the condition |a(tg)| = Joax |ce(s)]-
TSSST

We have

la(to)] = la(to) — ()| < (to —7) sup [o/(s)] < dcfa(to)].
T<5<tg
Being dc < 1, this inequality is verified if and only if a(tg) = 0. Thus a(t) = 0 for
any t € [7,7 + 6], and the assertion follows in a finite number of steps. O

Let g: Q C R x BU((—00,0], A) — R¥ be a functional field and let U be an open
subset of 2. We will say that g is compactly Lipschitz in U or, for short, c-Lipschitz
in U if, given any compact subset @ of U, there exists L > 0 such that

lg(t, o) — g(t,¥)| < Llle — 9|

for all (¢,¢), (t,%) € Q.

Moreover, we will say that g is locally c-Lipschitz in Q if for any (7,7) € £ there
exists an open neighborhood of (7,7) in © in which g is c-Lipschitz. In spite of
the fact that a locally Lipschitz map is not necessarily (globally) Lipschitz, one
could actually show that if g is locally c-Lipschitz in €2, then it is also (globally)
c-Lipschitz in Q. As a consequence, if g is C'! or, more generally, locally Lipschitz
in the second variable, then it is additionally c-Lipschitz.

Theorem 2.5 below shows that, if g is c-Lipschitz in €2, then one gets the unique-
ness of the solution of the initial value problem.

Theorem 2.5 (uniqueness). Let A be a subset of R¥, Q an open subset of R x
BU((—0,0],A) and g: Q@ — R* a c-Lipschitz functional field. Let z':J, —
A, 22: Jy — A be two mazimal solutions of equation (2.1). If there exists T € J1NJy
such that z'(t) = 2%(t) for t <1 and (2%)'(t) = g(t, %) fort € (r,sup J;), i = 1,2,
then J; = Jo and ' = 2.

Proof. Let h > 0 be such that [r,7 + h] C J; N J2. Then, each one of the sets
Qi ={(t,z}) €EQCRx BU((—0,0],A): te[r,7+h]}, i=12,
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is compact, as the image of the continuous curve t + (¢, x%) €  defined on [r, 7+h].
Since g is c-Lipschitz in €2, there exists L > 0, corresponding to the compact set
Q = Q1 U Q2, such that for any ¢ € [r,7 4+ h| we have

l9(t,27) — g(t,21)| < Lljaf — ;|| = Lsup j@?(t+5) — @' (t + 5)]
s>

= Lsup |z%(s) — z'(s)| = L sup |z%(s) — z'(s)|.
s<t T<s<t
Now, putting a(t) = 2%(t) —2'(t),t € [r,7+ h], we get a(7) = 0 and, by the above
inequality,
o/ ()] = (%) (1) = (=)' (1)] = lg(t,27) — g(t,2;)| < L sup [a(s)],

for ¢t € [r,7 + h]. Hence, from Lemma 2.4, a(t) = 0, for all t € [r,7 + h]. This
shows that z! and 22 coincide in any right neighborhood of 7 contained in .J; N Jy,
proving the uniqueness of the maximal solution of problem (2.2). (]

3. EXISTENCE OF SOLUTIONS

In this paper we will be mainly interested in RFDEs on manifolds. From now
on, we will assume that A is a boundaryless smooth differentiable manifold in R¥
which will be denoted by N.

Let g: © — R* be a functional field over N defined on an open subset Q of
R x BU((—00,0],N). Given (7,n) € €2, we will be concerned with the following
initial value problem:

31) {707 ot
Tr=1.

Moreover, given a relatively closed subset X of N, we will investigate under what
assumptions at least one solution of (3.1), possibly the only one, remains confined
into X. For instance, X could be a d-manifold of the type {p € N : ¢(p) < 0},
where the “cutting function” ¢ : N — R is smooth, having 0 € R as a regular
value. In particular, X could be an open subset of R¥ (in this case N = X), or a
closed subset of R¥ (in this case N could be an open neighborhood of X, possibly
coinciding with R¥), or a compact d-manifold. In the last case, one may consider
as N the double of X (see e.g. [11], [14]).

To be more precise, in what follows, given a relatively closed subset X of N, the
problem

x'(t) = g(t, x¢),
(3.2) { T, =1 g BU((~00,0], X)

will be called the confined problem and an X-valued solution of (3.2) a confined
solution.

In the first part of this section we are interested in obtaining existence results
for the problems (3.1) and (3.2). More precisely, in Theorems 3.1 and 3.4 we will
be concerned with the existence of a local solution. Then, suitable assumptions on
g will ensure the existence of a global solution (see Theorems 3.7 and 3.9).

Theorem 3.1 (local existence). Let N C R* be a boundaryless smooth manifold,
Q an open subset of R x BU((—00,0], N) and g: Q — R* a functional field. Then,
there exists 0 > 0 such that problem (3.1) admits at least one (N-valued) solution
on (—oo, T +9).
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The proof of Theorem 3.1 makes use of a preliminary result concerning the
existence of a local solution of problem (3.1) in the particular case when N is an open
subset W of R*. For the sake of completeness, we will give below an independent
proof of this well-known result (see Lemma 3.3). It should be observed that, if N
is open, BU((—00,0], N) is never open in BU((—o0, 0], R¥), unless N = RF.

In Lemma 3.2 below, we will consider the equation «'(t) = 7(¢, 2t—,), where
v: R x BU((—00,0], W) — R* is continuous, W is an open subset of R* and r is
a given positive constant. We point out that this equation can be still regarded as
an RFDE, since it can be written in the form ' (t) = ~, (¢, z;), where +, is the con-
tinuous map 7, (¢, ) = v(t, o—.), which is clearly defined on R x BU((—o0, 0], W).

Therefore, by a solution of

' (t) = (L, ),
Tr =1
we mean a solution (in the RFDE meaning introduced previously) of
x/(t) = TyiT(tv xt)v
Lr =1,
where 7, denotes the restriction of «, to R x BU((—o0, 0], W).

Lemma 3.2. Let W be an open subset of R¥, let v: R x BU((—o0,0], W) —
R* be continuous with bounded image and let r > 0. Then, given (1,7) € R x
BU((—00,0], W), the problem

1) —
(33) { Z (t) - 7(t7xt7T)7
Ty =
has a solution defined on the interval (—oo, T+h), with h = dist(n(0), W€)/u, where
p=sup{|y(t, )| : (¢, ) € R x BU((—00,0], W)}.

Proof. Let (1,m) € R x BU((—00,0], W). Notice that, because of the delay r, the
Rk-valued function
¢
2(t) = n(0) + fT v(s,x5—r)ds, T <,
n(t—r), t<r
is defined up to an instant t*, provided that (s, zs_,) is defined for all s € [7,¢*],
ie. if x5, € BU((—00,0], W) for all s € [r,t*]. This clearly happens if t* = 7 + h,
since in this case one has |z(t) — n(0)| < p|t — 7| < ph and, thus, z(t) cannot reach
the boundary of W for all ¢+ < ¢*. Thus, the function z: (—oo, T + h) — R* takes
values in W and is actually a solution of problem (3.3). O

The following result is known (see e.g. [9, Chapter 12] and [10, Chapter 2]). Here
we provide an independent proof.

Lemma 3.3 (local existence in R¥). Let W be an open subset of R*, Q an open
subset of R x BU((—00,0],W) and let g: Q@ — R be continuous. Then, there
exists 6 > 0 such that problem (3.1) admits at least one (W-valued) solution on
(=00, T+ 0).

Proof. Let V be an open neighborhood of (7,7) in R x BU((—oc, 0], W) such that
V C Q and g(V) is bounded. By the Tietze Extension Theorem, there exists a
continuous extension §: R x BU((—o0,0], W) — R* of the restriction gl of g to
V with bounded image. Let {c,} be a sequence of positive numbers converging to
0 and consider the following auxiliary problem depending on n € N:

(3.4) { a'(t) =gt e, ),

Tr =1].
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By applying Lemma 3.2 to problem (3.4) with v = g and r = &,, we get, for
any n € N, a solution z": (—oco,7 + h) — W, with h = dist(n(0), W°)/u, where
= sup{[g(t, ¥)| : (t, ) € R x BU((—o00,0], W)}.

As already observed, any =" solves the integral problem

(3.5) () = { ZE?)—JFT)IT 3(5, 75—, ) ds, Z§;< T4 h,

Since z™(t) = n(t — 7) for t < 7 and for all n € N, and since g has bounded
image, because of Ascoli’s Theorem we may assume, without loss of generality, that
the sequence {z™(t)} converges uniformly on any half-line (—oo,b] C (—oo, 7 + h)
to a continuous function Z(t) such that z(t) = n(t — 7) if t < 7. Thus, in any such
half-line, the functions z™ are equi-uniformly continuous. This implies that, for any
t >, ||z} . —a%| — 0 uniformly with respect to s € [r,¢]. Moreover, observe that
lz7 — Z,]| = 0. Consequently, ||z} . — | — 0 uniformly for s € [r,t] and, thus,
because of Remark 2.2, the sequence {g(s,x}_. )} converges uniformly to g(s, 7;)
on [7,t]. Therefore, passing to the limit in the integral of (3.5), we obtain

t
Er:\(t):n(())—i-/ (5,33 ds, T<t<r+h.

Therefore, Z: (—oo, 7+h) — W is a solution of z’(t) = (¢, z;) and Z(t) = n(t—7) for
t < 7. Moreover, since as previously observed the map ¢ — (¢, Z;) is continuous and
since (7,Z,) = (7,n) € V, there exists 6 > 0 such that (¢,7;) € V for 7 <t < 7+6.
Recalling now that g = g in V, we get that the restriction z: (—oo,7+3) — W of
to (—oo0, 7+ 0) is a W-valued solution of 2/ (t) = g(t, x;) and satisfies z(t) = n(t—7)
for t <. [l

Proof of Theorem 3.1. Let W C R* be a tubular neighborhood of N with associ-
ated retraction p: W — N (if N is an open subset of R, then W = N and p is
the identity). Hence, N is relatively closed in W and BU((—o0,0], N) is a (rela-
tively) closed subset of BU((—o0, 0], W). Therefore, there exists an open subset Q
of R x BU((—00,0], W) such that © = QN (R x BU((—00,0], N)) and  is closed in
Q. By the Tietze Extension Theorem, g admits a continuous extension g: O — Rk,
Moreover, we may assume that g has the following additional property:

/g\(t, (p) S Tp(@(o))N for all (t, (p) €.
In fact, if this is not the case, it is sufficient to consider the orthogonal projection
of g(t, p) onto the space T, (0)) V-

Therefore, by applying Lemma 3.3 to W, Q and g, we obtain the existence of
6 > 0 such that the problem

PR
T =7

admits a (W-valued) solution Z on (—oo, T 4 ). Let us show that Z(t) € N for all

t > 7 (this could be false if § were an arbitrary continuous extension of g). The C!

function
a(t) = |z(t) — p(E(t))”
is well defined for 7 <t < 74 ¢ and verifies a(7) = 0. Assume, by contradiction,
that Z(t) ¢ N for some 7 < t < 7+ 6. This means that a(t) > 0 for some 7 <
t < 74§ and, consequently, its derivative must be positive at some 7 < 0 < 7+ 4.
That is,
o/ (6) = 2(3(0) — p(3(0)), 3(6.5) — w(6)) >0,

where (-,-) denotes the inner product in R*, and w(#) is the derivative at ¢ = 6 of
the curve t — p(Z(t)). This is a contradiction, since both the vectors g(6,Zy) and
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w(#) are tangent to N at p(Z(#)) and, consequently, orthogonal to Z(6) — p(Z(6)).
This proves that Z(t) € N for all t < 7+ 4. O

In the next result we will be concerned with the local existence of the solutions
in the confined case. Let X be a relatively closed subset of N and let p € X be
given. We will say that the functional field g: Q — R* is away from N at p € X
if either g(t,¢) & C,(N\X) for all (t,¢) € Q with p(0) = p or g(t,¢) = 0, for
all (¢,¢) € Q such that ¢(0) = p. We point out that this condition is obviously
satisfied whenever p, which is a point of X, is not in the topological boundary of X
relative to N since, in that case, C,(N\X) = 0. Notice that this condition is also
satisfied when X = N, since Cp(0) = 0.

Theorem 3.4 (confined local existence). Let N C R* be a boundaryless smooth
manifold, Q@ an open subset of R x BU((—00,0], N) and g: Q — R¥ a functional
field. Let X be a relatively closed subset of N. Then, there exists § > 0 such that
the confined problem (3.2) admits at least one (X -valued) solution on (—oo, T +9),
provided that g is away from N at n(0).

Proof. Let (1,n) € R x BU((—00,0], X) be the initial condition of the confined
problem (3.2). Consider first the case when g(t,) = 0, for all (¢,¢) such that
©(0) = n(0). We claim that the X valued function

x(t):{ nit—r7), t<7,

1(0), t>r
satisfies (3.2). In fact, for any ¢ > 7 one has z(t) = z4(0) = n(0), which clearly
implies 2/(t) = 0 and, by assumption, also g(t,z:) = 0. Moreover, the initial

condition z, = 7 is obviously verified. This shows that the above function z, which
is actually defined up to +o0, is the required solution.

Consider now the case g(7,¢) ¢ Cy0)(N\X). By Theorem 3.1, there exists
& > 0 such that (3.1) has an (N-valued) solution Z on (—oo, 7 4 0). Let us show
that there exists a positive § < & such that Z(t) € X for all t € (7,7 + J) (notice
that Z(t) already belongs to X in (—oo,7] since Z(t) = n(t — 7) for t < 7). By
contradiction, assume that there exists a sequence {t,} in (7, +00) converging to
T, with Z(t,) € N\X. We get

~ o~ ~ . L(tn) — (1)
g(T’ IT) +I(T) nigloo L € Cz(‘r)( \ )a
that clearly contradicts the assumption g(7, ) ¢ Cy)(N\X). Hence, the existence
of ¢ such that z(t) € X for all t € (7,7 + J) is ensured and, thus, the restriction of

Z to (—oo, T + 0) is the required solution. O

Remark 3.5. In the non-uniqueness case, the only assumption g away from N at
1(0) € X does not guarantee that any solution of (3.1) with n € BU((—o0, 0], X)
is necessarily X-valued for any ¢ > 7. To see this, take, for example, N =R, X =

(—00,0] and g(t, ) = 3¥/¢(0)2. Then, the function

3, 0<t,
x(t)_{ 0, t<0,
that, clearly, does not belong to X for ¢t > 0, is a solution of the problem z'(t) =
g(t,xs) = 3/ x(t)?, xo = n, where n(#) = 0 for all § < 0.

In what follows, the continuous map H: @ — N that associates to any (¢, ) €
the “head” H(t,¢) = ¢(0) € N of ¢ will be called, for brevity, the head map.
The set

Sg={p e N :3(t,¢) € Qsuch that p(0) =p, g(t,¢) # 0}
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will be called the pre-support of g and its closure in N, i.e. ?g N N, the support of
g. In other words, p € N belongs to the pre-support of g if and only if H~1(p) is
nonempty and ¢ is not identically zero in this set.

One can easily check that, because of the continuity of ¢ (and recalling that € is
open), the pre-support S, is a relatively open subset of N. This fact will be used
below in proving the continuous dependence of the solutions on the initial data.

The following proposition shows how the pre-support S, of g is related to the
solutions of problem (3.1).

Proposition 3.6. Let (7,7) be the initial condition of problem (3.1). If n(0) ¢ S,,
then (3.1) has a unique mazimal solution xz: R — N that is constantly equal to
n(0), for any t > 7. If n(0) € S,, then any solution z: J — N of (3.1) satisfies
z(t) €S, forall T <t <sup.J.

Proof. If n(0) ¢ Sy, by an argument similar to that used in the first part of the
proof of Theorem 3.4, we get that the function

(t_T)7 tSTa
x(t) :{ w0, t>r

which is clearly defined for any ¢ € R, is a solution of (3.1). Notice that this
solution is unique, since N\S, is open in N. Otherwise, if n(0) € S, the fact
that g(t,¢) = 0 whenever ((0) belongs to N\S, implies that z(¢) cannot enter the
relatively open set N\S,. O

The following result shows that any maximal solution of (3.1), whose existence
is ensured by Theorem 3.1 and Zorn’s Lemma, is globally defined provided that g
has complete support and bounded image.

Theorem 3.7 (global existence). Let N C R* be a boundaryless smooth manifold
and g: R x BU((—00,0], N) — RF a functional field. Assume that g has complete
support and bounded image. Then, any mazximal solution of problem (3.1) is defined
on the whole real line.

Proof. Let (7,n) be the initial condition of problem (3.1). If (0) ¢ S,, by Propo-
sition 3.6 the NV valued function

x(t):{ nt—-7), t<T,

n(0), t>7

is the unique global solution of (3.1). Otherwise, if 1(0) € gg, we will prove that
any maximal solution Z of (3.1) is defined on the whole real line. By contradiction,
suppose T defined up to b > 7, with b < +00. Since g has bounded image, then the
derivative Z’ is bounded in the interval (7,b). Moreover, again by Proposition 3.6,
we get Z(t) € S, for T < t < b and, since S, is complete, lim; ,,- Z(t) exists and
belongs to S, C N. Consequently, the function 7: (—o0,0] — N given by

| zb+90), 6 <0
o) = { lim, - 2(t), 0=0,
is uniformly continuous. Thus, by applying Theorem 3.1 to the initial value problem
/ —
Ty =1,

we get the existence of a solution of (3.7) defined up to b+ 4, for some ¢ > 0. This
contradicts the maximality of Z. O
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Remark 3.8. The assumptions of Theorem 3.7 above are clearly satisfied if g has
compact support and bounded image. Moreover, when N = RF, the support of g
is, by definition, a closed set. Thus, as well known, any maximal solution is globally
defined, provided that g has bounded image.

Our purpose now is to obtain a global existence result for the confined problem
(3.2). To this end, similarly to Theorem 3.4, we need to impose an extra assumption
on the functional field g. Namely, we will assume that g is away from N in X,
meaning that g is away from IV at any p € X. Notice that to obtain this condition,
it is enough to verify that p € S, N X implies g(t, ¢) € Cp(N\X), for all (¢, ) with
©(0) = p (see page 8). Observe that, if g is away from N in X and o: N — [0, +00)
is continuous, then the product (t,¢) — o(p(0))g(t, ) is still away from N in X
and So4 C 5.

As an example, let X be a compact 9-manifold in R* and N be the double of X.
In this case, a functional field g: R x BU((—00,0], N) — R* is said to be strictly
inward at a point p € 0X if g(t, ) is strictly inward at p whenever ¢(0) = p.
Clearly, a functional field g is away from N at p € 0X if and only if either p & S,
or g is strictly inward at p. In addition, an inward functional field g is said to be
strictly inward if it is strictly inward at any p € 0.X.

Theorem 3.9 below is a global existence result for the confined case. Its proof is
analogous to the one of Theorem 3.7, provided that, in the contradiction argument,
one replaces the local existence in N (Theorem 3.1) with the local existence in X
(Theorem 3.4).

Theorem 3.9 (confined global existence). Let X be a relatively closed subset of
a boundaryless smooth manifold N C R*, and g: R x BU((—00,0], N) — R* q
functional field away from N in X. Assume that g has complete support in X (i.e.,
SyNX is closed in R¥) and that g(R x X) is bounded. Then, any mazimal solution
of the confined problem (3.2) is defined on the whole real line.

4. CONTINUOUS DEPENDENCE ON DATA AND CONTINUATION OF SOLUTIONS

In what follows we will denote by BU, (R, R¥) the Fréchet space of those functions
which are bounded and uniformly continuous on any left half-line, with the topology
generated by the family of seminorms {P;: b € R}, where Py(z) = sup,« |z(t)].
Clearly, for any b € R, one has Py(z) = ||z3||, where, as previously, || - || denotes the
norm in the Banach space BU((—o0,0],R¥). Moreover, given any subset A C R¥,
we will denote by BU,(R, A) the subset of BU,(R,R¥) of the A-valued functions.

In Lemmas 4.1, 4.2 and 4.3 below we will be concerned with upper semicon-
tinuous multivalued maps. We recall that a multivalued map F' between two
metric spaces X and ) is said to be upper semicontinuous if it is compact val-
ued and for any open subset U of ) the upper inverse image of U, i.e. the set
F~Y(U)={x € X : F(z) C U}, is an open subset of X. Equivalently, F' is upper
semicontinuous if and only if for any xo € X and sequences {z, } in X, z,, — z¢ and
{yn} In Y, yn € F(x,) for all n € N, there exists a subsequence of {y,} converging
to some element y € F(zg). Recall that the composition of upper semicontinuous
maps is upper semicontinuous.

The next lemma, in which the uniqueness of the solution of the initial value
problem is not assumed, regards the continuous dependence on the initial data of
the set of solutions of problem (3.1). Its statement concerning multivalued maps
is justified by its application in the proof of Theorem 4.4 below. In fact, although
in Theorem 4.4 the uniqueness of the solution of (3.1) is assumed for the sake of
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simplicity, the use in its proof of the Tietze Extension Theorem does not guarantee
the same property for the extended problem to which Lemma 4.1 is applied.

Lemma 4.1. Let N C RF be a boundaryless smooth manifold and let g: R x
BU((—0,0], N) — R* be a functional field. Assume that g has complete support
and bounded image. Then, the multivalued map

$: R x BU((—00,0], N) — BU(R, N)

that associates to any (7,m) the set X(7,n) of the (global) solutions x of (3.1) is
upper semicontinuous.

Proof. Take sequences {(7",n™)} in R x BU((—o00, 0], N) converging to (7,n) and
{z"} in BUy(R, N) such that 2™ € (7™, n") for any n € N. We have to prove that
{z™} admits a subsequence converging to some x € X(7, 7).

Suppose that {n"} has a subsequence, again denoted by {n™}, such that n"(0) ¢
§g for any n. Since, as already observed, the pre-support S, is an open subset of
N, then n(0) ¢ S;. By Proposition 3.6, the solution =™ is unique and given by

n o nn(t_Tn)a t STnv
Clearly, {z"} converges in BUy(R, N) to the function

B Mt —T1"), t<71",
z(t) = { 2(0)7 t>7

Consequently, z is a solution of problem (3.1) (recall that (0) ¢ S;). That is,
x € X(7,7), proving the assertion in the case n"(0) ¢ S,,.

Otherwise, without loss of generality, we may assume that 1™(0) € S, for any
n € N. By the definition of ¥, any 2™ is a (globally defined) solution of the problem

' (t) = g(t, x¢),
(4.1) { o
Tn =0T
Therefore, as already observed, one has
(0) + tn s,zy)ds, t>T1",
) iy = [ O gt
Nt — "), t<Tn
Now, set y™(s) = 2™(7"™ + s). By (4.2), for s > 0, we obtain

y(s) = (7" + 5) = 1 (0) + /

n

T +s T"+s

g(p, ) dp =n"(0) + / 9(p,Yp—rn)dp.

Therefore, by a change of variable in the above integral, we have
"(s) { 7" (0) + [5 g(r" + o,y2) do, s >0,
(5) —

4.
(43) n"(s), s <0.

Since ¢g has bounded image, say |g(t, ¢)| < ¢, we get
(™) ()] < lg(7" +s,98) < e, s> 0.

Hence, by Ascoli’s Theorem, {y™} has a subsequence converging to a function y €
BU,(R,R¥) that clearly satisfies y(s) = n(s) for s < 0. Without loss of generality
we may assume that {y"} itself converges to y.

Define x(t) = y(t — 7). Let us show that 2™ — = in BU,(R,R¥). This follows
from the inequality
2" () =2 @) = ly"(t—7")—y(t=7) < [yt —7")—y(t=7") [+ ]yt —7") =yt —7)],
taking into account that y belongs to BU,(R,R*) and y" — y (in BU,(R,R¥)).

Observe now that, since we are assuming n™(0) € Sy, by Proposition 3.6 we get
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z"(t) € Sy for any t. Thus, the limit z(t) belongs to S, as well. Now, from the
completeness of Sy, we get S; C N, so that z(t) € N for any t. Moreover, the
same fact obviously holds for any ™ and for y. To complete our proof, it remains
to show that z is a solution of problem (3.1).

Since, for 0 < o < s, {y?} converges to y, as n — oo, and again using the fact
that g has bounded image, by the Lebesgue Theorem, we get in (4.3)

/g(T”Jrcr,y?)dU — /9(T+o7ya)d0-
0 0

On the other hand, the convergence of {y"} to y in BU,(R, N) implies, in particular,
that {y"(s)} converges to y(s) for any s. Thus, we obtain

(s n(0) + [5 9(T + 0,y5) do, s >0,
S) =

! n(s), 5<0.
Therefore, for ¢ > 7 and again by a change of variable, we get

2(t) = y(t —7) = n(0) + / g+ 0vy0) do = (0) + [ atovrdo.

Consequently, (4.4) becomes

(4.4)

0)+ [ glp.z,)dp, >,
(45) oty = | 1O+ [ gl wp) dp T
n(t—7), t<T.

This proves that z is a solution of problem (3.1), that is z € X(7,n). O

Our purpose now is to remove the assumptions ensuring that the solutions of
(3.1) are globally defined. To this end, we need the two preliminary results Lemma
4.2 and 4.3 below. The first one is a folk result and its simple proof will be omitted.

Lemma 4.2. Let C(X,Y) be the metric space of the continuous maps from a
compact metric space X to a metric space Y. Then, the multivalued map

Img: C(X,Y) — Y
that associates to any f € C(X,)) its image Img(f) C Y is upper semicontinuous.

Lemma 4.3. Let N C RF be a boundaryless smooth manifold and let §: R x
BU((—0,0], N) — R* be a functional field. Assume that g has complete support
and bounded image. Then, given a compact real interval I, the multivalued map
K;: R x BU((—00,0], N) — R x BU((—00,0], N)

that associates to any (1,n) the set

I?I(Tv 77) = {(t7{£\t) ite Iv z solution Ofxl(t) = a(tht)v Tr = 77}
1S upper semicontinuous.
Proof. Let Ar: BU(R,R*) — C(I,R x BU((—0o0,0], R¥)) be the single valued map

that associates to any y € BU,(R,R¥) the (continuous) curve t € I — (t,y;) €
R x BU((—00,0],R¥). Let us show that A; is continuous. In fact, one has

[41(2) — Ar(y)ll = sup ||z — y:|| = supsup[2¢(0) — y:(6)]
tel tel 0<0
= supsup [2(7) = y(7)] < [lzo — woll = Po(z —y),
tel <t
where b = max . This proves the continuity of A;. Consequently, by applying

Lemma 4.1 and Lemma 4.2 with X =T and ) = R x BU((—o0, 0], N), we get that
the map

ImgoAro3: R x BU((—0,0], N) — R x BU((—00,0], N),
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being composition of upper semicontinuous maps, is upper semicontinuous. Now,
it is enough to observe that

IA([ =ImgoAj;oX.
This completes our proof. O

We are now in a position to state our result on the continuous dependence of
the solutions of problem (3.1) on the initial data, in the general case when ¢ is a
functional field over N defined on an open subset Q of R x BU((—o0,0], N).

Theorem 4.4 (continuous dependence). Let N be a boundaryless smooth manifold,
Q an open subset of R x BU((—00,0], N) and g: Q — R¥ a functional field. Assume
that problem (3.1) has a unique mazimal solution for any (1,n) € Q. Then, given
b e R, the set

Dy ={(1,1n) € Q: 7 < b and the mazimal solution of (3.1) is defined up to b}

is an open subset of ). Moreover, the map sp: Dy — BU((—00,0], N) given by
sp(7,m) = xp, where z(+) is the restriction to (—oo, b of the unique mazimal solution
of problem (3.1), is continuous.

Proof. Let (1°,1°) € Dy and fix a < 7°. Denote by z° the restriction to (—oo, b] of
the unique maximal solution of problem (3.1) with initial conditions (7°,1°). Set

KO ={(t,z%) € Q:t € [a,b]}.

Observe that K is compact, being the image of [a, b] under the (continuous) curve
t = (t,2?). Let V be an open neighborhood of K in  such that V' C Q and g(V)
is bounded. Because of the Tietze Extension Theorem, there exists a continuous
extension g: R x BU((—00,0], N) — R* of the restriction gl of g to V with
bounded image. We may also assume that g is a functional field over N, by taking
if necessary the orthogonal projection onto the tangent space. As previously, let H
denote the head map (¢, ) — ©(0) and consider the set

C' = H(K®) = {2%(0) € N : t € [a,b]}.

Clearly C° is compact since H is continuous.

Let Uy, Uy be open subsets of N such that C° C U; and U, C U,. Since N is
locally compact, we may also assume that Us is a relatively compact subset of N.
Let 0: N — [0, 1] be a continuous function such that o(p) = 1if p € Uy, o(p) = 0 if
p & Us. Define g : R x BU((—00,0], N) — R* by g(¢, ¢) = o(¢(0)) §(¢, ¢). The map
g is clearly continuous being g(t, ) = o(H(t,)) g(t, ), and has bounded image,
since g itself has bounded image. Moreover, its support, that is the closure (in R¥)
of the set

S = {p €N :3(t,p) € R x BU((—0,0], N) such that ¢(0) = p, g(t, ) # O},

is clearly contained in Us and, thus, is compact. Therefore, by applying Lemma
4.3 to the N-functional field g with I = [a,b], we obtain that the multivalued map

K;: R x BU((=00,0], N) — R x BU((—00,0], N)
given by
Ki(m,n) = {(t,#) : t € I, @ solution of #'(t) = §(t, x1), z, =1}
is upper semicontinuous. Let us show now that
(4.6) K° =K (7% n").

Clearly, K° C IA([(TOmO). On the other hand, since ¢ = g on the neighborhood
VNH=L(U;) of K°, any solution 7 of 2/(t) = g(t, x;) with initial condition (79, 1°)
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coincides with z° for ¢ € [a,b]. Therefore, K (7%, n°) C K, proving (4.6). Conse-
quently, from the equality (4.6), V. N H~1(U;) is actually an open neighborhood of
K1(7°,1n°) and, thus, by the upper semicontinuity of K, IA(I_I(V NH-YU)) is an
open subset of R x BU((—00,0], N) containing (7°,1°). Let us prove that the set

W =K' (VN H ' (U1)Nn{(r,¢) € R x BU((—00,0],N) :a < < b},

that is clearly an open neighborhood of (7°,1°) in R x BU((—00,0], N), is in fact
contained in Dy. To this end, take (r,7) € W. Then, for ¢ € [a,b], we have
(t,7;) € V and Z;(0) € Uy, where Z(-) satisfies 2’'(¢t) = g(¢, 2¢), x» = 7. Recalling
again that g = g on VN HY(Uy), we get g(t,z;) = g(t,7;) for t € [a,b]. Hence,
in particular, g(¢,2:) = g(t,7;) for t € [7,b]. On the other hand, because of the
uniqueness assumption, T must coincide with the solution of problem (3.1) that,
therefore, is defined up to b. Thus, (7,m) € Dy. This proves that Dy is an open
subset of 2, as claimed.

It remains to show that the map s; is continuous in Dp. To this end, given any
compact interval I C (—o0,b] and (7,7) € D, define

Ki(r,n) = {(t,x¢) : t € I, x the maximal solution of (3.1)}.

Clearly, by the previous argument, if (7,7) € W, then IA(I(T, 1) = K;(7,n). Thus, by
taking in particular I = {b}, we obtain that K (7,7) is the singleton {(b, s3(7,7))}.
Now, the continuity of s, follows from Theorem 4.3. (]

The proof of the continuous dependence in the confined case (Corollary 4.5 be-
low) is a straightforward consequence of Theorem 4.4. Indeed, the assumption that
g is away from N in X together with the uniqueness of the solutions of problem (3.1)
imply that any solution of (3.1) with n € BU((—o0,0], X) is actually a confined
solution (recall Remark 3.5).

Corollary 4.5 (confined continuous dependence). Let N, Q, g be as in Theorem 4.4
and assume that problem (3.1) has a unique maximal solution for any (7,m) € .
Let X be a relatively closed subset of N and assume that g is away from N in
X. Then, given b € R, the restriction of the continuous map sp to the relatively
open subset Dy N (R x BU((—00,0],X)) of R x BU((—00,0],X) takes values in
BU((—00,0], X).

Let us now discuss the continuation property of the solutions. Analogous results
in Euclidean spaces can be found e.g. in [9, Chapter 12] and [10, Chapter 2].

Our first result states that, given a solution z: J — N of equation (2.1), if the
curve t — (¢, ;) lies eventually in a bounded and complete subset C of ) such that
g(C) is bounded, then z is not a maximal solution.

Theorem 4.6 (continuation of solutions). Let N be a boundaryless smooth mani-
fold, © an open subset of Rx BU((—0c0,0], N) and g: Q — R* a functional field. Let
x: (—00,b) = N, b < +00, be a solution of equation (2.1) such that (t,x:) belongs
eventually to a complete subset C of Q. If g(C) is bounded, then x is continuable.

Proof. Since (t,z;) belongs eventually to C, g(t,z;) is eventually bounded, and so
is 2’(¢). Thus,
lim z(t)

t—b—
exists and is finite. Therefore, the continuous function ¢ — z(t) can be extended to
the uniformly continuous function

B x(t), t <b,
z(t) = { lim xz(s), t=b.

s—b—
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This implies that
lim (¢, ) = (b, Tp).

t—b—
Since C is complete, (b, Z;) belongs to C and, thus, to 2. Consequently, by applying
Theorem 3.1 with (7,m) = (b,Zs), we get that x is continuable on the right hand
side of b. O

The following two corollaries are straightforward consequences of Theorem 4.6.
Therefore, their proofs will be omitted.

Corollary 4.7. Let N be a boundaryless smooth manifold, 0 an open subset of
R x BU((—00,0], N) and g:  — R¥ a functional field. Let x: J — N be a solution
of equation (2.1) and assume that (t,x;) belongs eventually to a compact subset of
Q. Then z is continuable.

Corollary 4.8. Let N be a boundaryless smooth manifold, and
g: R x BU((—00,0], N) — RF

a functional field. Assume that N is closed as a subset of RF and that g sends
bounded subsets of R x BU((—00,0], N) into bounded subsets of R¥. Ifz: J — N
s a solution of equation (2.1) such that (t,x:) belongs eventually to a closed and
bounded subset of R x BU((—o0,0], N), then  is continuable.

Theorem 4.9 below is the confined analogue of the continuation result proved in
Theorem 4.6.

Theorem 4.9 (continuation of confined solutions). Let X be a relatively closed
subset of a boundaryless smooth manifold N C RF, € an open subset of the space
R x BU((—00,0],N) and g: Q — R¥ a functional field away from N in X. Let
x: (—00,b) = X, b < 400, be a solution of equation (2.1) such that (t,x:) belongs
eventually to a complete subset C of Q. If g(C) is bounded, then x is continuable.

Proof. The proof is analogous to the one of Theorem 4.6, except that here one ap-
plies Theorem 3.4 (confined local existence) instead of Theorem 3.1. Moreover, since
X is a relatively closed subset of N, it should be observed that now lim;_,,- x(t)
belongs to X. O

The following consequence of Theorem 4.6 can be regarded as a Kamke-type
result for RFDEs.

Corollary 4.10. Let N be a boundaryless smooth manifold, and

g: R x BU((—00,0], N) — RF
a functional field. Assume that g sends bounded subsets of R x BU((—00,0], N)
into bounded subsets of R¥. If x:J — N is a solution of equation (2.1) whose

graph-curve t — (t,x(t)) belongs eventually to a compact subset of R x N, then x
is continuable.

Proof. Suppose that there exists 7 € J and a compact subset K of R x N such that
(t,xz(t)) € K when 7 <t < supJ. Clearly b = sup J < +o00. Consider the following
subset of R x BU((—oc, 0], R¥):

C={(t,p): 7 <t<b, (t,9(0) € K, pg = z, for some 0 € [T —b,0]}.

Notice that C is closed in R x BU ((—o0, 0], R¥) and contained in Rx BU ((—o0, 0], ).
Thus, it is complete. Moreover g(C) is bounded, since so is C. Observe, finally, that
(t,z;) € C for t > 7. Therefore, all the assumptions in Theorem 4.6 are satisfied,
so that x is continuable. O
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The following example shows that, if the assumption that g sends bounded sets
into bounded sets is removed, then the continuation property of the solutions may
fail.

Example 4.11. Let N =R and let z: (—o00,1) — R given by

t) = si .
x(t) sin s —

Consider the continuous injective curve «: [0,1) — BU((—o0,0],R) that to any
t €[0,1) associates x;. We claim that the image

I={z,:te0,1)}

of v is a closed subset of BU((—o0, 0], R), and that v is a homeomorphism onto T
We need to show that, if C' C [0, 1) is relatively closed in [0, 1), then v(C) is closed
in BU((—=00,0],R). If supC < 1, then C is compact and, thus, v(C) is closed.
Therefore, it is sufficient to show that, if {¢,} is a sequence in [0,1) converging
to 1, then {vy(t,)} is divergent (i.e. it does not admit a convergent subsequence).
Given such a {t,}, for any 6 < 0 we get

Y(tn)(0) = x4, (0) — Sin% , asn — oo.

Thus, {7(t,)} is divergent, since the function § ~ sin ; is not uniformly continuous
on (—00,0), and this proves our claim.

Define the continuous function g: I' — R by g(p) = 2/(y"!(p)). Since T is
closed, by the Tietze Extension Theorem g can be extended to a continuous map
g on BU((—00,0],R). Obviously, x is a solution of z'(t) = g(x;) and its graph
belongs to [0,1] x [—1,1] for ¢ > 0. However z is noncontinuable.

We point out that this fact does not contradicts the assertion of Corollary
4.10 since g(T') is not bounded and, thus, g does not send bounded subsets of
BU((—00,0],R) into bounded subsets of R.

5. REDUCTION TO A CONFINED PROBLEM: AN EXAMPLE

We close the paper with an example in which we illustrate how the results about
the confined problem (3.2) can be applied to retarded functional motion equations.
In particular we would like to highlight how the relatively closed subset X, intro-
duced in the confined problem, will be interpreted in Example 5.1. In fact, as we
will show below, the difficulty arising from the noncompactness of the tangent bun-
dle will be removed by restricting the search of T-periodic solutions to a convenient
compact manifold with boundary that plays exactly the role that the set X has in
the general context.

Example 5.1. Let M C R® be a smooth boundaryless manifold and let
TM:{(q,v)ERsxRS; q€ M, vETqM}

be the tangent bundle of M. Given ¢ € M, let (T,M)* C R® denote the normal
space of M at g. Since R®* = T,M @ (TqM)L, any vector u € R® can be uniquely
decomposed into the sum of the parallel (or tangential) component u, € T,M of u
at ¢ and the normal component u, € (TqM)L of u at q.

Consider the retarded functional motion equation on the constraint M

(5.1) () = F(t, ) —ex'(t),

™
where x/ () stands for the parallel component of the acceleration z”/(¢) € R® at the
point z(t), the parameter ¢ > 0 is the frictional coefficient, and the map F: R x
BU((—00,0], M) — R® is a (continuous) functional field, T-periodic in the first
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variable, with bounded image, and which verifies conditions ensuring the uniqueness
of the associated initial value problems. Any T-periodic solution of (5.1) is called
a forced oscillation.

In [2] we proved that the equation (5.1) admits at least one forced oscillation, pro-
vided that the constraint M is compact with nonzero Euler—Poincaré characteristic
and assuming the stronger hypothesis of the continuity of the functional field F' on
RxC((—00,0], M) instead on Rx BU((—o0, 0], M'). We believe that the same result
is true with the sole assumption that F is continuous on R x BU((—o0, 0], M) — re-
call that BU((—o0,0], M) has a finer topology than C'((—o0, 0], M). Unfortunately
the proof in [2] does not fit in this context. However, in the attempt of proving
the existence of a forced oscillation of (5.1), one could still define a Poincaré-type
operator, acting on a suitable topological space, and with the property that its
fixed points correspond to the T-periodic solutions of the equation, and then prove
the existence of a fixed point of such an operator by means of topological methods.
Let us sketch now this argument.

A crucial step to define a Poincaré-type operator is to write (5.1) as a confined
first order RFDE, and then use the confined global existence theorem (Theorem 3.9)
together with the uniqueness theorem (Theorem 2.5) proved above. The possibility
of reducing (5.1) to a first order RFDE is motivated by the fact that any second
order differential equation on M is equivalent to a first order system on the tangent
bundle TM of M. To be more precise, observe that the equation (5.1) can be
equivalently written as

(5.2) () = R(a(t), 2/ (1) + F(t,a,) — =2’ (8),
where R: TM — R® is a smooth map — the so-called reactive force (or inertial

reaction) — with the following properties:

(a) R(q,v) € (T,M)™* for any (¢,v) € TM;

(b) R is quadratic in the second variable;

(c) given (q,v) € TM, R(q,v) is the unique vector such that (v, R(g,v)) belongs
to T(q,v) (TM);

(d) any C? curve 7: (a,b) — M verifies the condition ~//(t) = R(v(t),~/(t)) for
any t € (a,b), i.e. for each t € (a,b), the normal component ~//(t) of " (t)
at A(t) equals R(3(1), /().

Now, the second order equation (5.2) can be transformed in the first order system
(5.3) { z'(t) = y(1),
y'(t) = R(x(t),y(t) + F(t,z¢) — ey(t)

and is equivalent to (5.3) in the following sense: a function z: J — M is a solution
of (5.2) if and only if the pair (z,2’) is a solution of (5.3). Observe that system
(5.3) is actually a first order RFDE on the noncompact manifold 7'M, since it can
be written as

(x/(t)7 y,(t)) = G(t, (71, yt))s
where the map G: R x BU((—00,0],TM) — R® x R® is the functional field over
TM given by

G(t, (p,9)) = ((0), R(¢(0), 9(0)) + F(t, ) — €1(0)).
Given ¢ > 0, consider the closed subset
Xe={(,0) €TM: o] < c}
of TM. Tt is not difficult to show that X, is a 9-manifold in R® x R® with boundary
0Xe = {(q,v) € X¢: v]| = c}.
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The choice of such a manifold is suggested by a priori estimates on the set of
all the possible T-periodic solutions of the equation (5.1). These estimates are
made possible by the compactness of M and the presence of the positive frictional
coefficient €.

As in [2], one can show that if ¢ is sufficiently large, then G is strictly inward
to X. and, thus, away from T'M in X, (observe that the tangent cone of X. at
(q,v) € 0X, is the half subspace of T(, )X, given by

ClgnXe = {(4,0) € Tg0)(TM) : (v,0) <0},

where (-, ) denotes the inner product in R?). Consequently, we are reduced to the
context of the confined problem (3.2) with R¥ = R® x R, N = TM, g = G and
the confining set X given by the d-manifold X..

Now, given (¢,v) € BU((—00,0], X,), consider the following initial value prob-
lem depending on a real parameter A:

(@'(),y'(t) = AG(L, (t, yr)),
(5:4) { (wo,0) = (¢, 9).

Let A > 0 be given. Theorems 2.5 and 3.9 yield a unique global X -valued so-
lution (x,y) of (5.4). Define the Poincaré-type operator Py: BU((—o0,0], X.) —
BU((—OO,O],XC) by

Pirlp,¥)(s) = (:c(s +T),y(s+ T)), s € (—00,0].

Our conjecture is that the assumption € > 0 ensures the existence of an unbounded
connected subset of

{(X (9,9)) €[0,+00) x BU((—00,0], Xc) : Paly, ¥)) = (9, 9)}

emanating from the slice {0} x BU((—00, 0], X.). This would imply the existence of
a fixed point of Py, due to the boundedness of BU((—00,0], X.). As a consequence
one would get the existence of a forced oscillation of the motion equation (5.1)
previously considered.
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