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Abstract. We investigate T-periodic parametrized retarded functional
motion equations on (possibly) noncompact manifolds; that is, con-
strained second order retarded functional differential equations. For such
equations we prove a global continuation result for T-periodic solutions.
The approach is topological and is based on the degree theory for tan-
gent vector fields as well as on the fixed point index theory.

Our main theorem is a generalization to the case of retarded equa-
tions of an analogous result obtained by the last two authors for sec-
ond order differential equations on manifolds. As corollaries we derive a
Rabinowitz-type global bifurcation result and a Mawhin-type continua-
tion principle. Finally, we deduce the existence of forced oscillations for
the retarded spherical pendulum under general assumptions.
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1. Introduction

Let M C R* be a (possibly noncompact) boundaryless smooth manifold,
and denote by BU((—o0, 0], M) the metric space of bounded and uniformly
continuous maps from (—o0,0] into M with the topology of the uniform
convergence. Consider the following parametrized retarded functional motion
equation on M:

where

e z/'(t) stands for the tangential part of the acceleration z”(t) € R* at
the point z(t) € M,
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e ) is a nonnegative real parameter,
e f: R x BU((—00,0], M) — R¥ is such that f(t,¢) € T,)M for all
(t,p), where T, M C R is the tangent space of M at a point p of M.

We call a continuous map f: R x BU((—o0,0], M) — R* verifying the
above tangency condition a functional field. In addition, we use the standard
notation in functional equations: whenever it makes sense,

x¢ € BU((—00,0], M)

denotes the function 6 — z(t + 0). Roughly speaking, a retarded functional
motion equation on M is a motion equation constrained on M in which the
active force, \f in this case, takes into account the whole past history of the
process.

In this paper we are interested in obtaining global continuation results
for (1.1). That is, we assume that the functional field f is T-periodic in the
first variable and locally Lipschitz in the second one, and we study the topo-
logical properties of the set of T-periodic solutions of (1.1). More in detail,
we denote by C3.(M) the space of the T-periodic C! maps x: R — M with
the standard C' metric, and we call (A, z) € [0, +00) x Ch(M) a T-forced pair
of equation (1.1) if z: R — M is a T-periodic solution of (1.1) corresponding
to A\. Among these pairs we distinguish the t¢rivial ones; that is, the elements
of the form (0,p~), where, given p € M, p~ denotes the constant p-valued
function defined on R. We call a point p € M a bifurcation point of (1.1) if
any neighborhood of (0, p™) in [0, +00) x C+(M) contains nontrivial T-forced
pairs. The main result of this paper, Theorem 4.4, is a global continuation
result for T-forced pairs of equation (1.1). That is, given an open subset
of [0, +00) x Ch(M), Theorem 4.4 provides sufficient conditions for the ex-
istence of a global bifurcating branch in €, meaning a connected subset of
of nontrivial T-forced pairs whose closure in €2 is noncompact and intersects
the set of trivial T-forced pairs.

The prelude of our approach can be found in some papers of the last two
authors (see, e.g., [9, 10]). In [10] they proved a global continuation result for
the second order parametrized motion equation

24(8) = Mj(t, 2(),2/ (1)), A >0, (1.2)

where f: RxTM — R¥ is a continuous, T-periodic tangent vector field on M.
Such a result is obtained by means of topological methods. In particular, the
existence of a global bifurcating branch is given if the degree (in an open
subset of M) of the tangent vector field (the average force)

T
i) =7 [ itp0d pen

is defined and nonzero. Our results improve those of [10] in a natural sense,
since differential equations with delay include ordinary differential equations
(ODEs) as particular cases. On the other hand, the extension that we obtain
is only partial for the following reasons. First, in (1.2) the active force may
depend also on the velocity which is not the case, in the present setting,
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for (1.1). Second, for technical reasons we are led to assume that the func-
tional field f is locally Lipschitz in the second variable, so we are not able to
prove our results with the sole continuity assumption as it was done in [10].

The proof of Theorem 4.4 is obtained proceeding in the spirit of [10].
Such a proof is based on a relation, proved in a previous paper by the au-
thors [3, Lemma 3.8], between the degree (in an open subset of M) of the
tangent vector field

T
fo) =5 [ )i e,

and the fixed point index of a sort of Poincaré T-translation operator acting
inside the Banach space C([-T,0],R?¥). Notice that (1.1) is equivalent to a
first order retarded functional differential equation (RFDE) on the tangent
bundle TM. We prove Theorem 4.4 by transforming (1.1) into the first order

system
7'(t) = y(t), 13)
y' () = r(z(t),y(t) + Af(t2), A=0,

where r: TM — RF is the inertial reaction. On the other hand, observing the
above system, one can see that a bifurcation problem associated with (1.1)
cannot be simply reduced to a RFDE on T'M of the form

2 (t) = Ah(t, z)

(and system (1.3) is not in this form), since the inertial motion problem does
not correspond, in the phase space, to the trivial equation 2’(t) = 0.

Recently, we have devoted some papers to the study of (first and) second
order RFDEs on differentiable manifolds. The problem that we address in the
present paper is characterized by a broad generality and presents some pecu-
liar features which make it very hard and challenging. In a sense, our previous
papers turn out to be a preliminary investigation that enable us to better un-
derstand how to tackle the problem. In the recent paper [3] we proved a global
continuation result for periodic solutions of first order parametrized RFDEs
on manifolds. Despite the similarity, as pointed out above, the problem that
we address here cannot be handled with the techniques developed in [3] and
require a specific study. On the other hand, in [4] we obtained a global con-
tinuation result under the assumption that the manifold M is compact. Here
we present a consequence of our main result (Corollary 4.12) improving the
one in [4]. Further, the simultaneous presence of infinite delay and noncom-
pactness of the manifold leads us to work in the space BU((—o0, 0], M). In [2]
we studied general properties of RFDEs with infinite delay on (possibly non-
compact) differentiable manifolds since we were not aware of the presence of
such results in the literature.

In contrast, the different and related cases of RFDEs with finite delay
in Euclidean spaces have been investigated by many authors. For general
reference we suggest the monograph by Hale and Verduyn Lunel [17]. We
refer the reader also to the works of Gaines and Mawhin [12], Nussbaum [26,
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27] and Mallet-Paret, Nussbaum and Paraskevopoulos [21]. For RFDEs with
infinite delay in Euclidean spaces we recommend the article of Hale and
Kato [16], the book by Hino, Murakami and Naito [18], and the more recent
paper of Oliva and Rocha [30]. For RFDEs with finite delay on manifolds we
suggest the papers of Oliva [28, 29]. Finally, for RFDEs with infinite delay
on manifolds we cite the already mentioned paper [2].

We conclude the paper with some consequences of Theorem 4.4. One is
a Rabinowitz-type global bifurcation result (see [31]), obtained by assuming
that the degree of the tangent vector field f is nonzero on an open subset
of M. Another corollary is a Mawhin-type continuation principle [22, 23]
which is a partial extension of an analogous result, for a motion differential
equation on M, obtained by the last two authors in [10, Corollary 2.1].

A principal motivation in [10] was to investigate the problem about the
existence of forced oscillation for constrained systems with compact, topo-
logically nontrivial constraint, such as the spherical pendulum, whose con-
straint M is S?. Concerning the retarded spherical pendulum, an existence
result for forced oscillations has been proved by the authors in [1], assuming
the continuity of the functional field f on the space R x C'((—o00, 0], 5?), with
C((—00,0],5?) having the too weak topology of the uniform convergence on
compact intervals, making the continuity assumption of f a heavy hypothe-
sis. Our main result allows us to extend this existence theorem to the case in
which the functional field is continuous on R x BU((—o0, 0], $2).

2. Preliminaries

2.1. Fixed point index

We recall that a metrizable space X is an absolute neighborhood retract (ANR)
if, whenever it is homeomorphically embedded as a closed subset C of a met-
ric space ), there exist an open neighborhood V of C' in ) and a retraction
r: V. — C (see, e.g., [5, 14]). Polyhedra and differentiable manifolds are ex-
amples of ANRs. Let us also recall that a continuous map between topological
spaces is called locally compact if each point in its domain has a neighborhood
whose image is contained in a compact set.

Let X be a metric ANR and consider a locally compact (continuous)
X-valued map k defined on a subset D(k) of X. Given an open subset U
of X contained in D(k), if the set of fixed points of k in U is compact, the
pair (k,U) is called admissible. We point out that such a condition is clearly
satisfied if U C D(k), k(U) is compact and k(p) # p for all p in the boundary
of U. To any admissible pair (k,U) one can associate an integer indx (k, U)—
the fized point index of k in U—which satisfies properties analogous to those
of the classical Leray—Schauder degree [20]. The reader can see for instance [6,
13, 25, 27] for a comprehensive presentation of the index theory for ANRs.
As regards the connection with the homology theory we refer the reader to
standard algebraic topology textbooks (e.g., [7, 32]).
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We summarize below the main properties of the fixed point index.

o FEzistence: If indy(k,U) # 0, then k admits at least one fixed point
inU.

e Normalization: If X is compact, then indy(k, X) = A(k), where A(k)
denotes the Lefschetz number of k.

e Additivity: Given two disjoint open subsets Uy, Us of U, if any fixed
point of k in U is contained in Uy U Us, then

ind)((k, U) = ind;((k:, Ul) + ind;((k;, UQ)

e Fzxcision: Given an open subset U; of U, if k has no fixed points in
U\le7 then iﬂd,’v(k‘, U) = indx(k’, Ul)

o Commutativity: Let X and ) be metric ANRs. Suppose that U and V'
are open subsets of X and ), respectively, and that k: U — ) and
h: V — X are locally compact maps. Assume that the set of fixed
points of either hk in k=1(V) or kh in h=1(U) is compact. Then the
other set is compact as well and ind y (hk, k=1 (V) = indy (kh, h=1(U)).

e Generalized homotopy invariance: Let I be a compact real interval and
W an open subset of X x I. For any A € I, denote

Wy={zeX:(x,\) e W}
Let H: W — X be a locally compact map such that the set
{(z,\) e W : H(z,\) =z}
is compact. Then indy (H (-, A), W) is independent of A.
2.2. Degree of a vector field

Let us recall some basic notions on degree theory for tangent vector fields
on differentiable manifolds. Let w: M — RF be a continuous (autonomous)
tangent vector field on a smooth manifold M, and let V' be an open subset
of M. We say that the pair (w,V) is admissible (or, equivalently, that w is
admissible in V') if w™!(0) NV is compact. In this case one can assign to the
pair (w, V') an integer, deg(w, V'), called the degree (or Fuler characteristic,
or rotation) of the tangent vector field w in V' which, roughly speaking,
counts algebraically the number of zeros of w in V' (for general references see,
e.g., [15, 19, 24, 33]). Notice that the condition for w=(0)NV to be compact
is clearly satisfied if V' is a relatively compact open subset of M and w(p) # 0
for all p in the boundary of V.

As a consequence of the Poincaré—Hopf theorem, when M is compact,
deg(w, M) equals x (M), the Euler—Poincaré characteristic of M.

In the particular case when V is an open subset of R¥, deg(w,V) is
just the classical Brouwer degree of w in V' when the map w is regarded as
a vector field; namely, the degree deg(w,V,0) of w in V with target value
0 € R¥. All the standard properties of the Brouwer degree in the flat case,
such as homotopy invariance, excision, additivity, existence, still hold in the
more general context of differentiable manifolds. To see this, one can use an
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equivalent definition of degree of a tangent vector field based on the fixed
point index theory as presented in [9, 10].

Let us stress that, actually, in [9, 10] the definition of degree of a tangent
vector field on M is given in terms of the fixed point index of a Poincaré-type
translation operator associated with a suitable ODE on M.

We point out that no orientability of M is required for deg(w, V') to be
defined. This highlights the fact that the extension of the Brouwer degree
for tangent vector fields in the nonflat case does not coincide with the one
regarding maps between oriented manifolds with a given target value (as
illustrated, for example, in [19, 24]). This dichotomy of the notion of degree
in the nonflat situation is not evident in R¥: it is masked by the fact that an
equation of the type f(z) = y can be written as f(z) —y = 0. Anyhow, in the
context of RFDEs on manifolds (ODEs included), it is the degree of a vector
field that plays a significative role. Moreover, if w has an isolated zero p and
V is an isolating (open) neighborhood of p, then deg(w, V') is called the index
of w at p or, by abuse of terminology, the index of p. The excision property
ensures that this is a well-defined integer.

We close this section with two results that will be used in what follows.
Next one is a Wyburn’s type topological lemma.

Lemma 2.1 (See [10]). Let K be a compact subset of a locally compact metric
space Y. Assume that any compact subset of Y containing K has nonempty
boundary. Then Y\K contains a connected set whose closure is noncompact
and intersects K.

The following lemma, whose elementary proof is given for the sake of
completeness, will be used in the proofs of Theorem 4.3 and Lemma 4.7.

Lemma 2.2. Let F': X — ) be a continuous map between metric spaces and
let {v.} be a sequence of continuous functions from a compact interval [a, b]
(or, more generally, from a compact space) into X. If {~,(s)} converges to
~(s) uniformly for s € [a,b], then also F(vy,(s)) — F(y(s)) uniformly for
s € [a,b].

Proof. Notice that, if C' is a compact subset of X', then for any € > 0 there
exists 0 > 0 such that x € X, ¢ € C, disty(x,¢) < ¢ imply that

disty (F(x), F(c)) < e.

Now, our assertion follows immediately by taking the compact C to be the
image of the limit function ~: [a,b] — X. d

3. Retarded functional differential equations

Given an arbitrary subset A of R!, we denote by BU((—o00,0], A) the set of
bounded and uniformly continuous maps from (—oo,0] into A. For brevity,
we will use the notation

A = BU((—0,0], A).
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Notice that R! is a Banach space, being closed in the space BC((—oc, 0], R!)
of the bounded and continuous functions from (—oc, 0] into R’ (endowed with
the standard supremum norm).
Given T > 0, let
A= C([-T,0], 4)
denote the metric subspace of C([—T,0], R!) of the A-valued continuous func-
tions on [—T,0] and set

A, = {ne A:in(-T)=n(0)}.
We observe that, if A is locally compact, then A (but not Z) is locally com-
plete. Moreover, A and A are complete if and only if A is closed.
Throughout the paper, unless otherwise stated, the norm in any Banach
space will be denoted by | - | if the dimension of the space is finite and by
|| - || otherwise. Thus, the distance between two elements v and § of A will be
denoted by ||y — §||, even when v — § does not belong to A.

Let N be a boundaryless smooth manifold in R! and, given ¢ € N, let
T,N C R! denote the tangent space of N at ¢. A continuous map

g: R x N — R
is said to be a retarded functional tangent vector field over N if
g(t,n) € Tyo)N

for all (t,n) € R x N. In what follows, any map with this property will be
briefly called a functional field (over N ).

Let us consider a first order retarded functional differential equation
(RFDE) of the type

2'(t) = g(t, 20), (3.1)
where g: Rx N — R! is a functional field over N. Here, as usual and whenever
it makes sense, given t € R, by z; € N we mean the function 6 — z(t +0).

A solution of (3.1) is a function z: J — N, defined on an open real inter-
val J with inf J = —o0, bounded and uniformly continuous on any closed half-
line (—o0,b] C J, and which verifies eventually the equality 2’(t) = g(¢, z¢).
That is, z: J — N is a solution of (3.1) if z, € N for all ¢ € J and there
exists 7 € J such that z is C* on the interval (7,sup.J) and 2/(t) = g(t, z;)
for all t € (r,sup J). Observe that the derivative of a solution z may not exist
at t = 7. However, the right derivative Dy z(7) of z at 7 always exists and is
equal to g(7, z;). Also, notice that ¢t — z; is a continuous curve in N, since z
is uniformly continuous on any closed half-line (—oo, b] of J.

A solution of (3.1) is said to be mazimal if it is not a proper restriction
of another solution. As in the case of ODEs, Zorn’s lemma implies that any
solution is the restriction of a maximal solution.

Given w € N, let us associate with (3.1) the initial value problem

{z’(t) = g(t, z), (3.2)

Zo — Ww.
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A solution of (3.2) is a solution z: J — N of (3.1) such that supJ > 0,
2'(t) = g(t, z¢) for t > 0, and zp = w.

The continuous dependence of the solutions on initial data is stated in
Theorem 3.1 below, which is a particular case of [2, Theorem 4.4].

Theorem 3.1. Let N be a boundaryless smooth manifold and g: R x N - R!
a functional field. Assume, for any w € N, the uniqueness of the mazximal
solution of problem (3.2). Then, given T > 0, the set

D={we N : the mazimal solution of (3.2) is defined up to T}

is open and the map w € D — 2§ € N, where 2¥(-) is the unique maximal
solution of problem (3.2), is continuous.

More generally, we will need to consider a RFDE depending on param-
eters of the form

2'(t) = h(a, t, zt), (3.3)

where h: R* x R x N — Rl is a parametrized functional field over N. The
continuous dependence on data of the solutions of the initial value problems
associated with (3.3) is ensured by the following consequence of Theorem 3.1.

Corollary 3.2 (Continuous dependence on data). Let N be a boundaryless
smooth manifold and h: R® x R x N >R q parametrized functional field.
For any o € R® and w € Jv, assume the uniqueness of the maximal solution
of the problem

(3.4)

Then, given T > 0, the set

D' = {(a,w) € R® x N : the mazimal solution of (3.4) is defined up to T}
is open and the map (a,w) € D' — Z(Ta’w) € N, where 2(*%)(.) is the unique
mazximal solution of problem (3.4), is continuous.

Proof. Apply Theorem 3.1 to the problem

{(ﬂl(t)wzl(t)) = (0,h(B(t),t, 2)),
(ﬂ(O),Zo) = (a,w),

that can be regarded as an initial value problem of a RFDE on the ambient
manifold R* x N C R+, O

In Theorem 3.1 and in Corollary 3.2 above the hypothesis of the unique-
ness of the maximal solution of problems (3.2) and (3.4) is essential in order
to make their statements meaningful. Sufficient conditions for the uniqueness
are presented in Remark 3.3 below.
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Remark 3.3. A functional field g: R x N — R! is said to be compactly Lips-
chitz (for short, c-Lipschitz) if, given any compact subset @ of R x N, there
exists L > 0 such that

for all (¢,7), (¢t,9) € Q. Moreover, we will say that g is locally c-Lipschitz if for
any (,w) € R x N there exists an open neighborhood of (7,w) in which g is
c-Lipschitz. In spite of the fact that a locally Lipschitz map is not necessarily
(globally) Lipschitz, one could actually show that if g is locally c-Lipschitz,
then it is also (globally) c-Lipschitz. As a consequence, if g is locally Lipschitz
in the second variable, then it is c-Lipschitz as well. In [2] we proved that, if
g is a c-Lipschitz functional field, then problem (3.2) has a unique maximal
solution for any w € N. For a characterization of compact subsets of N see,
e.g., [8, Part 1, IV.6.5].

In addition to the assumptions of Corollary 3.2, assume that h is T-pe-
riodic with respect to t. We will associate with problem (3.4) a parametrized
Poincaré-type T-translation operator whose fixed points are the restrictions
to the interval [T, 0] of the T-periodic solutions of (3.4). For this purpose,
we need to introduce a suitable backward extension of the elements of

N = C(]-T,0],N).

The properties of such an extension are contained in Lemma 3.4 below, ob-
tained in [11]. In what follows, by a T-periodic map on an interval J we mean
the restriction to J of a T-periodic map defined on R.

Lemma 3.4. There exist an open neighborhood U of N, in N and a continuous
map from U to N, n — n, with the following properties:

(1) 77 is an extension of n;

(2) 77 is T-periodic on (—oo, —T);

(3) 77 is T-periodic on (—o0,0], whenever n € N,.

Take U C N as in the previous lemma. Given o € R® and n € U, con-
sider the initial value problem

{Z’@ = h(a,t, z), (3.5)

20 =1,

where 7 is the extension of 1 as in Lemma 3.4.
Let

& = {(a,n) € R® x U : the maximal solution of (3.5) is defined up to T'}.

By Corollary 3.2 and Lemma 3.4 it follows that £ is open in R® x N. Given
(o, m) € &, denote by (™ the maximal solution of problem (3.5) and define

H:E S N
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by
H(o,n)(0) = 2D (O +T), 0e[-T,0].

Observe that H(a,n) is the restriction of ngam) € N to the interval [T’ 0].

The following theorems regard crucial properties of the operator H. The
proof of the first one is standard, while the proof of the second one is similar
to that contained in [3, Lemma 3.7] and thus will be omitted.

Theorem 3.5. The fized points of H(w, ) correspond to the T-periodic solu-
tions of equation (3.3) in the following sense: n € U is a fized point of H(a,-)
if and only if it is the restriction to [=T,0] of a T-periodic solution of (3.3)
corresponding to .

Theorem 3.6. The operator H is continuous and locally compact.

4. Retarded functional motion equations

Let M C RF be a boundaryless smooth m-dimensional manifold and let
TM = {(q,v) € R* xR : g € M, v € T,M}

denote the tangent bundle of M. This is a smooth 2m-dimensional manifold
containing a natural copy of M via the embedding ¢ — (g,0). The natural
projection of TM onto M is just the restriction (to TM as domain and to M
as codomain) of the projection of R¥ x R¥ onto the first factor.

Given g € M, let (T,M)+ C R* denote the normal space of M at g. Since
RF = T,M & (T,M)*, any vector u € R¥ can be uniquely decomposed into
the sum of the parallel (or tangential) component u, € T, M of u at ¢ and the
normal component u, € (T,M)* of u at g.

As previously, denote by M the set BU((—o0, 0], M) and let
f:Rx M — R*

be a functional field over M. In this section we will consider the following
parametrized retarded functional motion equation on the constraint M:

an(t) = A (@), A>0, (4.1)

where z//(t) stands for the parallel component of the acceleration x” (t) € R¥
at the point z(t).

In the case when the active force \f is identically zero, equation (4.1)
reduces to the so-called inertial equation

wy(t) =0,
and one obtains the geodesics on M as solutions. Given any (¢,v) € TM,
there exists one and only one (maximal) geodesic with initial position ¢ and
initial velocity v € T, M. This geodesic can be regarded as a curve in R*, and
if v # 0 it has a curvature at ¢ that we denote k(g,v). It is convenient to put

k(q,v) = 0 whenever v = 0.
Observe that, given (g,v) € TM and a real number s # 0, one has

k(q,v) = k(q, sv).
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This is because the two geodesics with initial position ¢ and initial velocities
v and sv have the same image. Obviously, k(q,v) depends continuously on ¢
and v € T,M with |v| = 1. Therefore, given a compact subset C' of M, there
exists a constant K such that k(q,v) < K for all (¢,v) € TM with g € C.

It is known that equation (4.1) can be equivalently written as

2/ (t) =r(zt), 2’ (t)) + Mf(t,z), A>0, (4.2)

where 7: TM — R* is a smooth map (the so-called reactive force or inertial
reaction) satisfying the following properties:
(a) r(g,v) € (TyM)* for any (¢q,v) € TM;
(b) r(g,v) is quadratic in v and its norm equals k(q,v)|v|?;
(c) given (q,v) € TM,r(q,v) is the unique vector of R* such that (v, r(q,v))
belongs to T ) (T'M);
(d) given any C? curve v: (a,b) — M, the normal component v/ (¢) of 7" ()
at y(t) verifies the condition ~//(t) = r(v(t),v'(t)), t € (a,b).
Now, the second order equation (4.2) can be transformed into the first

order system
#(t) = y(t) w3
y'(t) = r(z(t),y(t) + Af(t,2), A=0,

which is actually a first order parametrized RFDE on the tangent bundle 7'M,
since the map

(At (9,9)) € [0,+00) x R x TM + (16(0), 7((0),%(0)) + Af(t, )

is a parametrized functional field over T'M . Thus, recalling the notion of solu-
tion introduced in Section 3 for first order RFDEs, we get that a C! function
xz: J — M, defined on an open real interval J with inf J = —oo, is a solution
of (4.1) if the pair (z,2’): J — TM is a solution of (4.3).

From now on, assume in addition that f is T-periodic in the first variable
(T > 0). Given A > 0, by a T-periodic solution, or forced oscillation, of
equation (4.1) we mean a solution which is globally defined on R and is T-
periodic. In what follows, it will be useful to consider the forced oscillations
of (4.1) as elements of the space Ch(M) of the M-valued T-periodic C*
functions defined on R. This is a metric space, as a subset of the Banach
space Ch(R¥) with the standard norm

= t "(®)].
]l = max|z(t)] + max |2'(t)]

The pairs (A, z) € [0, +00)x CL(M), with z: R — M a forced oscillation
of (4.1) corresponding to A, will be called T-forced pairs (of (4.1)), and we
denote by X the set of these pairs.

Among the T-forced pairs we shall consider as trivial those of the type
(0,x) with 2z constant. Henceforth, given any ¢ € M, we will denote by ¢~
the constant map ¢t — ¢, t € R; so that any trivial T'-forced pair is of the type
(0,¢7). In the set X we shall distinguish the subset

X*={(0,g7) €[0,400) x Cp(M):q€ M} (4.4)
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consisting of the trivial T-forced pairs. Consequently, its complement in X,
X\X*, will be called the set of the nontrivial T-forced pairs. Notice that
there may exist nontrivial T-forced pairs of the type (0,z), provided that
x: R — M is a nonconstant T-periodic geodesic of M.

Once we have a set (usually made up of the solutions of a given equa-
tion), a distinguished subset (called the subset of the trivial elements) and
a convenient topology on the set, we may define the concept of bifurcation
point: it is a trivial element (or an alias of it) with the property that any of
its neighborhoods contains nontrivial elements.

Thus, in our case, the alias ¢, of a trivial T-forced pair (0, ¢, ) is a bi-
furcation point of equation (4.1) if any neighborhood of (0, ¢, ) in [0, +00) X
CH(M) contains nontrivial T-forced pairs.

Let us point out that, if g, is a bifurcation point, any nontrivial T-forced
pair (A, z) sufficiently close to (0, g, ) must have A > 0 since, as well known,
in a Riemannian manifold there are no nonconstant closed geodesics too close
to a given point. The same fact could also be deduced from Lemma 4.1 below
that will be used in proving our necessary condition for bifurcation.

Lemma 4.1 (See [10]). Given any periodic C* curve z: R — M, let
d=sup {|z(t1) — z(t2)| : t1,t2 € R},
u=sup{|z'(t)] : t € R},
F =sup{|zZ(t)| : t € R},
K =sup {k(z(t),2'(t)) : t € R}.

If Kd <1, then

,  Fd
< .
~1-Kd

u

Remark 4.2. Lemma 4.1 implies that any nonconstant closed geodesic must
satisfy Kd > 1; since otherwise, F' being zero, one would get u = 0. For ex-
ample, for a nonconstant closed geodesic on a sphere in R? one has Kd = 2.

In what follows, we are interested in the existence of branches of nontriv-
ial T-forced pairs that, roughly speaking, emanate from a trivial pair (0, ¢, ),
with ¢, a bifurcation point of (4.1).

To this end, we introduce the average force f: M — R¥ given by

T
-7 [ feaan

which is clearly a vector field tangent to M. Throughout the paper, f will
play a crucial role in obtaining our continuation results for (4.1).

Observe that, in order to avoid the use of an extra notation, given g € M,
we will still denote by ¢~ the constant g-valued function defined on R or on
any convenient real interval. The actual domain of ¢~ will be clear from the
context (in the above formula, for example, the domain of ¢~ is (—o0, 0]).
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Theorem 4.3 below, provides a necessary condition for ¢, € M to be a
bifurcation point. Namely, it asserts that any bifurcation point is contained
in the following subset of X™*:

X2 ={(0,¢7) € X" : f(q) = 0}. (4.5)
In what follows, to avoid misleading overlaps with the standard nota-

tion x; used in the RFDEs context, we will denote by z” the nth term of a
sequence of functions in CF.(M).

Theorem 4.3. Let M C RF be a boundaryless smooth manifold and let
f:Rx M —RF

be a functional field on M, T-periodic in the first variable. If q. € M s a
bifurcation point of (4.1), then f(g.) = 0. Consequently, the set

X5 ={(0,g7) € X" : f(q) # 0} (4.6)
1s a relatively open subset of the set X of the T-forced pairs.
Proof. Let ¢, € M be a bifurcation point of (4.1). Thus, there exists a se-
quence {(An,z™)} of nontrivial T-forced pairs of (4.1) converging to (0, gy )
in [0, +00) x CH(M). Since any (A, z™) is a nontrivial pair, as previously ob-
served we have A\, > 0 for n € N sufficiently large. We also have 2™ (t) — ¢,

uniformly on R, so that there exists a compact subset of M containing x"(t)
for all t € R and n € N. Hence, there exists a positive constant K such that

(27 (1), () (8))] = k(™ (8), (@) () | (8)|* < K| (@) ()]
By integrating the equality
(@) (8) = (2™ (t), (z™)(£)) + An S (¢, 27)
on [0,T], we get
T T
0= @"Y(T) — (x ><o>=/0 r (@ (), (a )<t>)dt+An/0 Ft,ap) dt

which implies

T T
n n\/ 2
An /O f(t,xt)dt‘ g/o K|(z™)(t)]” dt. (4.7)

Now, observe that the sequence of curves t — (¢,2}) € R x M converges uni-
formly to ¢t — (t,q; ) for ¢ € [0,T]. Hence, because of Lemma 2.2,

[t x) = f(t,q.)
uniformly for ¢ € [0,T] and, thus, there exists F' > 0 such that |f(¢,z})| < F.
Let
dp = max {|z"(t1) — " (t2)| : t1,t2 € [0, T]}.
Since d,, — 0 as n — 400, one has Kd,, < 1 for n sufficiently large. Therefore,
by applying Lemma 4.1, we obtain
Fd,

n 2
(@ OF < x5
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for n sufficiently large and all ¢ € [0, T]. Consequently, by (4.7),

Fd,
1—-Kd,

/f?fav75 ‘<KT

Thus, passing to the limit, we get the necessary condition for g. to be a bi-
furcation point: f(g.) = 0.
Finally, the last assertion follows easily from the necessary condition,

taking into account that the tangent vector field f: M — R* is continuous.
O

Let now  be an open subset of [0, +00) x CL(M). Our main result
(Theorem 4.4 below) provides a sufficient condition for the existence of a
bifurcation point g, in M with (0,¢;) € Q. More precisely, we give con-
ditions which ensure the existence in 2 of a connected subset of nontrivial
T-forced pairs of equation (4.1) (an Q-global bifurcating branch for short),
whose closure in 2 is noncompact and intersects the set of trivial T-forced
pairs contained in €.

Theorem 4.4. Let M C R* be a boundaryless smooth manifold, f: R x M —
RF a functional field on M, T- periodic in the first variable and locally Lip-
schitz in the second one, and f: M — RF the autonomous tangent vector

field
1 [T _

Let Q be an open subset of [0, +00) x CH(M) and let j: M — [0, +00) x CL(M)
be the embedding q¢ — (0,q7). Assume that deg(f,j~1(Q)) is defined and
nonzero. Then, Q) contains a connected subset of nontrivial T'-forced pairs of
equation (4.1) whose closure in Q) is noncompact and meets the set

{(0,g7) e : f(q) =0}.

The proof of Theorem 4.4 requires some preliminaries and will start
later. - -

As in Section 3, denote by T M the set C([—T,0],TM) and by TM , the
subset of TM of those elements (¢, 1) such that

(e(=T),¢(=T)) = (¢(0),¥(0)).
Let U be an open neighborhood of m* in m as in Lemma 3.4. Given
A >0 and (¢,v) € U, consider the initial value problem
z'(t) = y(t),

(1) = r(a(t) y(0) + M (t22), s

where ($,1) € TM is the extension of (¢,1) as in Lemma 3.4.
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Since f is locally Lipschitz in the second variable, for any A € [0, 400)
the uniqueness of the maximal solution of problem (4.8) is ensured (recall
Remark 3.3) and, because of Corollary 3.2 and Lemma 3.4, the set

D = {(\ (¢,%)) € [0,+00) x U : the maximal

. . (4.9)
solution of (4.8) is defined up to T'}

is an open subset of [0, +00) X TM. Also observe that Dy, the slice of D at
A = 0, contains the set

(qf,O)em:qu ,
{ J

which is a natural copy of M in TM.
Define P: D — TM by

PO (0, 9)(0) = («X 0+ 1),y EN 0+ 7)), 6 € [-T,0,

where (z(8¥) y(A(@¥)) denotes the maximal solution of problem (4.8).
We observe that, given A > 0, the partial map P(J},-) is, in some sense, a
Poincaré-type T-translation operator of system (4.3) corresponding to the
frozen parameter A. In fact, if the solution of problem (4.8) is defined up
to T, P(\, (p,v)) is the backshift to the interval [—T, 0] of the restriction to
[0, T7] of this solution.

By Theorem 3.5 with N = TM, £ = D, H = P, n = (¢,%), o = A,
z = (z,y), we get that the fixed points of P(), ) correspond to the T-periodic
solutions of system (4.3). More precisely, the coincidence set

S={\ (@, 9) € D: PO\ (,9)) = (9,9}

is the image of the set X of the T-forced pairs under the injective linear op-
erator

p: R x Cp(R*) = R x C([-T,0],R* x R¥)
given by (A, z) — (), (p,®)), where ¢ and ¢ are the restrictions of z and
to the interval [T, 0], respectively.

As for the set X, also for S we may introduce the subsets labeled with
the symbols *, =, # (see formulas (4.4), (4.5), (4.6)). Each one of these sets is
the image under p of the analogous subset of X with the same label. Actually,
as we shall see, if two subsets, one of X and one of S, have the same label,
they correspond homeomorphically under p.

Remark 4.5. The (A = 0)-slice Sy of S contains the following copy of M:
{(q*,o) €TM:qe€ M},

made up of the trivial fized points of P(0,-). Obviously Sy contains as well the
set Gr of the nontrivial fixed points of P(0,-); that is, the elements

(p,0) € TM
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such that ¢ and 1 are, respectively, the restrictions to the interval [—T,0]
of a nonconstant T-periodic geodesic x: R — M C R* and of its derivative
2 R — RF.

The following crucial lemma shows that the nontrivial fixed points of
P(0,-) do not contribute in the computation of the fixed point index of the
operator P(J,-), provided that A > 0 is sufficiently small.

Lemma 4.6. Let V' be an open subset of TM. Assume that for some § > 0 the
set [0,8] x V is contained in the domain D of the Poincaré operator P and
its tmage under P is relatively compact in TM. If P(0,-) has no fized points
along OV and no trivial fixed points in V, then for X > 0 sufficiently small

one has indz;(P(A,-),V) = 0.

Proof. Observe first that, because of the compactness of the restriction of P
to the set [0,0] x V and by virtue of the assumption that P(0,-) is fixed
point free along OV, P(\,-) remains fixed point free along 9V also for A > 0
sufficiently small. Taking § smaller, if necessary, we may assume that this
holds for 0 < A < 4. Thus indz5;(P(A,-), V) is defined for any A € [0, 6] and,
as a consequence of the homotopy invariance, this index does not depend
on \. Therefore, it is sufficient to prove that indz;(P(0,), V) = 0. To this
purpose consider the equation

2 (t) = —ex' (1), (4.10)

obtained by adding to the inertial motion equation on M a frictional force
with coefficient € > 0.

As was done for the definition of P, associated with equation (4.10) one
may consider a Poincaré-type translation operator

G: [0, +00) x V — TM.
Precisely, given (g, (p,1)) € [0,+00) x V, G(g, (p,1)) is the back-shift to the

interval [T, 0] of the restriction to the interval [0,T] of the solution of the
initial value problem

z'(t) = y(t),

y'(t) = r(x(t),y(t) —ey(t),
To = ¢,

Yo = v,

provided that this solution is defined up to 7. Clearly, (4.10) being an ODE,
the solution of the above problem depends only on the initial point

(#(0),4(0)) € TM.

We claim that the operator G is defined on the whole set [0, +-00)x V. To
see this, observe first that G(0,-) = P(0,-). Consequently, G(0,-) is defined
on V, since so is P(0,-). Now, the bigger is ¢, the slower is the motion on M.
Thus, when ¢ = 0, if a solution x(¢) of (4.10) is defined up to 7', the same
property is a fortiori verified, when € > 0, by the solution u(t) with the same
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initial condition (x(0),z’(0)) as x(t). Actually, as one can check, for ¢t > 0
one has u(t) = x(«(t)), where a: R — R is the unique function such that

a’(t) = —ed(t), «0)=0, o(0)=1.

This proves our claim since a(t) = 1(1 —e~%") <t for t > 0.

If ¢ > 0, the only T-periodic solutions of (4.10) are the trivial ones;
that is, the constant functions ¢~ € Ch(M) with ¢ € M. This can be easily
deduced, for example, from the fact that if u(t) is a nonstationary solution
of (4.10), then its kinetic energy 1|u/(¢)|?, when & > 0, is strictly decreasing.
Consequently, when € > 0, the fixed points of the operator G(e,-) are all
trivial, i.e., elements of TM of the type (¢—,0), with ¢ € M. Since, by as-
sumption, the set V' does not contain any one of these points, then

indm (G(&, '), V) =0
for all £ > 0. Hence, recalling that G(0,-) = P(0,-) and that P(0,-) is fixed
point free along 9V, the homotopy invariance property of the fixed point
index implies that
0 = indz5; (G(0,-),V) = indz5; (P(0,-),V),

and the assertion follows applying the homotopy invariance to the family of
operators P(A,-), A € [0, 4]. O

The following lemma states another crucial property of the set of the
T-forced pairs.

Lemma 4.7. The set X of the T-forced pairs of equation (4.1) is closed in
[0, +00) x Ch(M).

Proof. Let {(An,2™)} be a sequence in X that converges to an element (X, Z)
in [0, +00) x CL(M). Observe that the sequence of functions

t (L)) eRx M

converges uniformly to t — (t, Z;) for ¢ € R. Hence, because of Lemma 2.2 and
the T-periodicity of the above functions, A, f (¢, z7') — Af(t, ;) uniformly for
t € R. Analogously, r(z™(t), (z™)'(t)) converges uniformly to r(Z(t),z'(t)).
Thus (2™)”(t) converges uniformly in R to

alt) == r(z(t), 7' (1)) + Af(t, Z).

Therefore, taking into account that (x™)'(t) converges to &' (t) for t € R, we
get that Z’(t) is differentiable and its derivative, Z"(t), coincides with a(t).
(]

We turn now our attention to the following two-parameter family of re-
tarded functional motion equations on M:

20 = A ((L= ) f (o) + uf@®), A=0,pel01.  (411)
Notice that for p = 0 this equation coincides with (4.1), while for ¢ = 1 one
gets a second order autonomous ODE on M.
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The triples
(A, 1) € [0,+00) x CF(M) x [0, 1],

with z: R — M a forced oscillation of (4.11) corresponding to A and p, will
be called T-forced triples of (4.11). Denote by = the set of these triples and by

2 ={(0,q",p) : g€ M, p€l0,1]}

the distinguished subset of = of the trivial T-forced triples. These sets are
metric spaces, as subsets of the Banach space R x CH(R¥) x R with norm

— !
[ )l = A+ max () + max &/ (8)] + |l (412)

Notice that the slices at © = 0 of = and =* are, respectively, the set X of the
T-forced pairs of equation (4.1) and its subset X* of the trivial ones.

The two-parameter equation (4.11) can be transformed into the follow-
ing family of first order systems on T'M:

#(t) = ylh). )
y'(t) = r(z(t),y(t) + A (1= p) f(t,20) + pf(2(t), A >0, pe[0,1].
(4.13)
Given A > 0, u € [0,1] and (p, ) € U, with U as above, consider the initial
value problem

z'(t) = y(1),

y'(t) =r(z(t),y(t) + A (1 = p) ft, ) + pf(z(t)))
To = f,

Yo =1,

(4.14)

where (3, 1)) € TM is the extension of (¢,%) as in Lemma 3.4.

Since f is locally Lipschitz in the second variable, then it is easy to see
that f is locally Lipschitz as well. Hence, for any A € [0, +00) and u € [0, 1],
the uniqueness of the maximal solution of problem (4.14) is ensured (recall
Remark 3.3) and, because of Corollary 3.2 and Lemma 3.4, the set

E={(\(¢,¥),n) €[0,+00) x U x [0,1] : the maximal solution
of (4.14) is defined up to T'}

is an open subset of [0, +00) x TM x [0,1]. Also observe that Ey, the slice of
FE at A = 0, contains the set

{((. 0. € TN x 0.1] :q € M. p e 0.1)}.
DeﬁneH:E%]fj\\iby
H (p,6), 1)(0) = (aMFD0 (0 4+ T),y M ED (9 1.7)) 6 € [-T,0],

where ~ ~
(x@,(w),u), yu,(@,w),u))
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denotes the maximal solution of problem (4.14). Notice that, given A > 0 and
€ [0,1], the map H(A, -, 1) is a Poincaré-type T-translation operator of sys-
tem (4.13) corresponding to the frozen parameters A and u. In fact, if the so-
lution of problem (4.14) is defined up to T, H(A, (¢, ), ) is the back-shift
to the interval [T, 0] of the restriction to [0, 7] of this solution.

By Theorem 3.5, with

N=TM, E=E, H=H, n=_(pv), a=M\p), z=I(zy),

we get that the fixed points of H (), -, 1) correspond to the T-periodic solu-
tions of system (4.13). More precisely, the coincidence set

Y= {(/\7 (%?/’)7#) eL: H(/\’ (‘Pﬂ/’)’M) = ((p,q/})}

is the image of the set = of the T-forced triples under the injective linear op-
erator

o: R x Cp(RF) xR = R x C([-T,0], RF x RF) x R
given by (A, z,u) — (A, (¢,9), 1), where ¢ and ¢ are the restrictions of x
and 2’ to the interval [T, 0], respectively.
We have already introduced a norm in the domain of o (see (4.12)). As
regards the codomain R x C([-T,0], R* x R¥) x R, defining

A -\ t t
(X (@, 0), )|l = | |+t§fla%fo]|‘p()|+téfia%m [D(E)] + |l

the map o establishes an isometry between the two metric spaces = and X.
Anyhow, what is important in what follows is that o maps = onto ¥, home-
omorphically.

Observe that the (= 0)-slices of = and ¥ are the sets X and S, that
have been already introduced and denoted, respectively, with the Latin letters
corresponding to = and X. Obviously X and S correspond, homeomorphically,
under the partial map p = o(+,-,0) of o obtained by freezing yu = 0. Roughly
speaking, the elements of S are the initial conditions of all the T-forced pairs
of (4.1).

Finally, Theorem 3.6 implies that the operator H is locally compact.
Therefore, taking into account that the projection (A, (¢, %), u) — (¢, %) is a
locally proper map, the coincidence set ¥ is locally compact. Consequently,
so is the set = of the T-forced triples, being homeomorphic to X. Hence the
set X of the T-forced pairs is locally compact, as a slice of a locally compact
space. In fact, it is homeomorphic to the closed subset X x {0} of =.

Proof of Theorem 4.4. Let, as before, X denote the set of all the T-forced
pairs of equation (4.1). Recall that this set is closed in [0, +00) x CH(M), as
stated in Lemma 4.7, and locally compact, as observed above. As in (4.4), de-
note by X* the distinguished subset of X of the trivial T-forced pairs, and con-
sider the subset X*, defined in (4.5), of the elements of X* that satisfy the
necessary condition for bifurcation. According to this notation, to prove The-
orem 4.4 we need to show that there exists a connected subset of (X\X*)NQ
whose closure in ) is noncompact and intersects X*.
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Now, define
X =(X\X")UX=

and observe that this set is closed in [0, +-00) x Ch(M). In fact, X coincides
with X\ X, where X7, defined in (4.6), is a relatively open subset of X be-
cause of Theorem 4.3. Thus, the closure in X N Q of a subset of X N Q is
the same as in €. Consequently, to prove the assertion of Theorem 4.4 it is
enough to show that there exists a connected subset of (X\X™*) N Q whose
closure in X N Q is noncompact and intersects X*. Now, since X is locally
compact, the closed subset X of X is locally compact as well. Hence, so is
the open subset X N Q of X.

Put Y = XNQ and observe that the subset K = X* NQ of Y is compact
because of the assumption that deg(f,77(2)) is well defined. Therefore, ac-
cording to Lemma 2.1, to prove Theorem 4.4 it is enough to show that any
compact subset of Y containing K has nonempty boundary in Y. By con-
tradiction, suppose that there exists a compact subset C' of Y containing K
with empty boundary in Y. This implies that C' is relatively open in Y and,
therefore, in X as well. Consequently, the image C’ of C' under the isometry p
is a compact, relatively open subset of

5= (S\S*)USE = p(X).
Thus, there exists an open subset W of [0, +00) x TM such that
C'=SNW and SNoW =40.

Notice that the coincidence set S is contained in the open set D defined
in (4.9). Further, observe that

D ={(\(¢,9)) €10, +00) x U : (A, (¢,9),0) € E}

and P(A, (p,9)) = H(X, (p,1),0). Therefore, we may assume that the closure
W of W is contained in D, so that the Poincaré-type T-translation operator
P: D — TM as in (4.9) is well defined on W. We recall that, due to Theo-
rem 3.5, any fixed point of P(},-) is a “starting element” of a T-periodic
solution of (4.1). Observe also that the set of fixed points of P(},-) in the
slice Wy of W is the slice C} of C".

Since C’ is compact, for any A > 0 the fixed point index

indm (P(/\, ~), WA)

is defined and independent of A\ because of the generalized homotopy invari-
ance. Now, C4 being empty for some A > 0, we get

indm (P(/\, ~), WA) =0 (4.15)
for all A > 0. Therefore, the assertion will follow, by contradiction, if we show
that

ind 77, (P(/\, D, Wx) #0
for some A > 0. We will prove that this holds for A > 0 sufficiently small.
To this purpose, it is convenient to assume that W is mapped by P into a



Global continuation of forced oscillations 21

relatively compact subset of TM. This is possible because of the local com-
pactness of P and the compactness of C’.

Notice that indz;(P(0,-), Ws) could be undefined. In fact, the set of
fixed points of P(0,-) coincides with Wy N Sy and, as already pointed out
(see Remark 4.5) the (A = 0)-slice Sy of S contains a copy of the possibly
noncompact manifold M, made up of the trivial fixed points of P(0, -). Recall
that Sy contains as well the set Gr of the nontrivial fixed points of P(0,-).

Let V C TM be an open neighborhood of the (A = 0)-slice C}) of C"
with the property that [0, A} ] x V is contained in W for some A, > 0. The
existence of such an open set is ensured by the compactness of C{.

Since the closed subset Wo\V of TM does not contain elements of Ci,
the compactness of C’ implies that there are no fixed points of P(),-) in
W\V for A > 0 sufficiently small (observe that, for A > 0, the set of fixed
points in W of P(),-) coincides with C4, even if it is not so for A = 0).
Therefore, for these values of A, the excision property of the fixed point index
implies that

ind

71 (P(A, ), W) = indz; (P(A, ), V). (4.16)

Recalling that nonconstant geodesics cannot accumulate to a given point, we
may assume that V' is the disjoint union of two open sets. One of them con-
taining the set Gr NV of all the nontrivial fixed points of P(0,-) in V, and
the other one, say V_, containing all the remaining elements of C) (that is,
among the trivial fixed points (¢~,0) € V, only those satisfying the necessary
condition for bifurcation f(g) = 0).
Using the additivity property of the fixed point index and applying

Lemma 4.6, for A > 0 small we get

indzz; (P(X,-), V) = indgz; (P(A, ), V-),
and from (4.16) one has

indzw (P(A,-), Wy) = indz; (P(A, ), V-) (4.17)

TM TM

for the above values of \.

We claim that, taking both V_ and A; smaller if necessary, we have
indz; (P(A,+), V2) = indg; (HA(,0), V2) (418)
= indg; (HA(,1),V2) '

for all A € (0, A\4]. In fact, consider the set

O ={(\ (p,9)) €[0,+00) x U+ (A, (¢,%), 1) € E ¥ € [0,1]},

which is clearly open, due to the compactness of [0, 1]. Moreover, it contains
the compact set

K'={0} x (Con V=) = {(0,(¢",0)) € W: f(q) =0} = p(K).
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Therefore, if necessary taking both V_ and A4 smaller, we may assume that
[0, 4] x V_ is contained in O, so that the homotopy
Hy: V x [0,1] — TM,
given by ((¢, ¥), u) — H(X, (¢, 9), 1), is well defined for any A € [0, A4].
Since, as already pointed out, the map H: E — T'M is locally compact,
without loss of generality we may suppose that the image under H of the box

A=1[0,A{] x V_x[0,1]

is relatively compact in TM. This is possible due to the compactness of K’
and [0, 1], again taking V_ and A} smaller, if necessary. Of course, after having
chosen V_, A} can be taken so small that (4.17) holds for all A € (0, A\4].

Since, in f]\\l, H(A) is relatively compact and A is closed, the coinci-
dence set

SNA={(\(p,¥),p) €A H, (0,0), 1) = (p,9)}

is compact. Recalling that X7 is an open subset of X and that ¥ = X\X%,

we get that ¥ N Ais closed in XN A and consequently compact. Therefore,
so is its image F' under the projection of A onto [0, A\;] x V_.
Notice that, given A € (0, A,], for the slice

A ={(p,9) eVo: (A (p9)) € F}
of F' one has
Fx = {(¢.9) € V_: (¢, %) is a fixed point

(4.19)
of Hy(-, p) for some p € [0,1]}.

We point out that this is not so for the (A = 0)-slice of F' since, because of
the choice of V_, Fy coincides only with the set of trivial fixed points (¢, 0)
of P(0,-) in V_ satisfying the necessary condition for bifurcation f(q) = 0.
Since Fyy does not intersect the closed set OV_, the compactness of F' implies
that the same holds for any slice F with A > 0 sufficiently small. Taking At
smaller, if necessary, we may assume that this happens for all A € (0, A\;].

Now, fix any A € (0, A+] and observe that the homotopy invariance prop-
erty of the fixed point index applies to the compact homotopy

Hy: Vo x[0,1] - TM
since, because of (4.19), the condition F) N dV_ = () means that
Hx((p,9), 1) # (,7)
for all ((¢,v), u) € OV_ x [0, 1]. Thus,
indz; (HA(0),V_) = indz, (Ha(-,1), V)
and, recalling that Hy(-,0) coincides with the Poincaré operator P(\,-), we

get that equality (4.18) holds, as claimed.
Consequently, taking into account (4.17), we obtain

indz; (P(A,-), Wy) = indz; (HA(-1),V-)
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for all A € (0, A+]. Now, as we already pointed out, the assertion of the the-
orem follows, by contradiction, if we show that
indm (P(/\, ~), WA) 7é 0

for some A > 0. To this purpose, we shall compute indzz; (Hx(+,1),V_) for
A > 0 small.
Let

V! = {(q,’v) €TM: (q,v)” € V,}
and let
Q:[0,+00) x V' = TM

be the classical (finite-dimensional) Poincaré T-translation operator
QU (q.0)) = (a (@), y Mo (T))

where (x(A,(q,v))’ y()"(q’”))) denotes the maximal solution of the undelayed sys-
tem

a'(t) = y(t),

y'(t) = r(x(t),y(t) + Af(z(t), A>0,
z(0) = g,

y(0) =v

An argument (based on the commutativity property of the fixed point
index) analogous to that used in the proof of Lemma 3.8 (Step 5) of [3] shows
that, for small values of X, indrp (Q(A,-), V') is defined and

lnd,f]\\/[ (H)\(', ].), V_) = indTM (Q(/\, ~), V/)
Now, as shown in [10, Lemma 2.2], for A > 0 sufficiently small we get
indTM (Q()‘a ')a VI) = (_1)771 deg (f_a iil(v/))a

where m = dim M and i: M — TM is the embedding ¢ — (g, 0).
Finally, by the excision property of the degree, we obtain

deg (f,i™ (V")) =deg (f.571())

that, by assumption, is nonzero. Consequently, by taking into account (4.15)
and the assumption deg(f,7 1(Q)) # 0, we get a contradiction. This com-
pletes the proof. (I

Remark 4.8 (On the meaning of global bifurcating branch). In addition to the
hypotheses of Theorem 4.4, assume that f sends bounded subsets of R x M
into bounded subsets of R*, and that M is closed in R* (or, more generally,
that the closure Q of  in [0, +00) x Ch(M) is complete).

Then a connected subset I' of Q as in Theorem 4.4 is either unbounded
or, if bounded, its closure T in  reaches the boundary 0Q of Q.

To see this, assume that T is bounded. Then, being f(I') bounded, be-
cause of Ascoli’s theorem, I is actually totally bounded. Thus, I is compact,
being totally bounded and, additionally, complete since I is contained in €.
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On the other hand, according to Theorem 4.4, the closure TNQofI'in Qis
noncompact. Consequently, the subset I' \ 2 of Q \ Q = 9 is nonempty.

We give now some consequences of Theorem 4.4. The first one is in the
spirit of a celebrated result due to Rabinowitz [31].

Corollary 4.9 (Rabinowitz-type global bifurcation result). Let M, f and f be
as in Theorem 4.4. Assume that M is closed in R and that f sends bounded
subsets of R x M into bounded subsets of R¥. Let V be an open subset of M
such that deg(f, V) # 0. Then, equation (4.1) has a connected subset of non-
trivial T-forced pairs whose closure contains some (0,qy ), with ¢qo € V', and
is either unbounded or goes back to some (0,q7), where ¢ ¢ V.

Proof. Let Q be the open set obtained by removing from [0, +00) x CL(M)
the closed set {(0,¢7) : ¢ ¢ V'}. In other words,

Q= ([0, +00) x Cx (M) \ ({0} x (M\V)7).

Observe that € is complete, because of the closedness of M. Consider, by The-
orem 4.4, a connected set I' C  of nontrivial T-periodic pairs with noncom-
pact closure (in Q) and intersecting {0} x CL(M) in a subset of

{(0,g7) € Q: f(q) = 0}.

Suppose that I' is bounded. From Remark 4.8 it follows that T'\ I'q, where
' denotes the closure of I' in (2, is nonempty and hence contains a point
(0,¢~) which does not belong to €, that is, such that g ¢ V. O

Remark 4.10. The assumption of Corollary 4.9 above on the existence of an
open subset V of M such that deg(f,V) # 0 is clearly satisfied in the case
when f has an isolated zero with nonzero index. For example, if f(¢q) = 0 and
f is C* with injective derivative f’(q): T,M — R*, then ¢ is an isolated zero
of f and its index is either 1 or —1. In fact, in this case, f'(g) sends T,M
into itself and, consequently, its determinant is well defined and nonzero. The
index of ¢ is just the sign of this determinant (see, e.g., [24]).

Corollary 4.11 below is a kind of continuation principle in the spirit of
a well-known result due to Mawhin for ODEs in R [22, 23], and extends,
partially, an analogous one obtained by the last two authors in [10] for ODEs
on differentiable manifolds. In what follows, by a T-periodic orbit of z/(t) =
Af(t, z¢) we mean the image of a T-periodic solution of this equation.

Corollary 4.11 (Mawhin-type continuation principle). Let M, f and f be as
in Theorem 4.4. Assume that [ sends bounded subsets of R x M into bounded
subsets of R*. Let V be a relatively compact open subset of M and R > 0 such
that

(1) f(q) # 0 along the boundary OV of V;

(2) deg(f,V) #0;

(3) for any X € [0, 1], the nonconstant T-periodic orbits of il (t) = \f(t, x+)

lying in V do not meet OV and satisfy |’ (t)] < R for all t € R.
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Then, the equation
zn(t) = f(t, zr)
has a T-periodic orbit in V.

Proof. Define Q = [0, +00) x Ch(V) and observe that the closure Q of Q in
the metric space [0, +00) x Ch(M) coincides with [0, +00) x Ch(V), which
is clearly complete, since so is the closure V of V in M.

Because of conditions (1) and (2), Theorem 4.4 ensures the existence
of a connected set I' C €2 of nontrivial T-forced pairs whose closure in € is
noncompact and meets the set {(0,q7) € Q: f(q) = 0}.

It is enough to show that I" contains a pair of the form (1, z). Suppose
not. Thus, due to the connectedness of T', any (A, x) € T is such that A < 1.
In addition to this, the boundedness of V' and the a priori estimate on the
derivative of the forced oscillations ensured by condition (3) imply that I is
bounded. Consequently, according to Remark 4.8, there exists at least one
element (\.,z,) € 9Q NT. This implies A\, € [0,1] and z.(t) € OV for some
teR

Since, as stated in Lemma 4.7, the set X of the T-forced pairs is closed
in [0,4+00) x CL(M), we get that x, is a forced oscillation of the equation
2 (t) = A f(t,2¢). Thus, due to condition (3), z. must be a constant function
of the type g, with g, € 9V. Regarding A, there are two possibilities: A\, = 0
and A, € (0,1]. The first case can be excluded, since otherwise g, would be
a bifurcation point and, because of Theorem 4.3, we would get f(q.) = 0,
which is excluded by condition (1). The second case is also impossible. In
fact, if this were the case, the function ¢ — f(¢, ¢, ) would be identically zero
and, consequently, f would vanish at q., again contradicting condition (1).

In conclusion, the assumption that I' does not contain a pair of the type
(1,z) turns out to be false, and the assertion follows. O

The following continuation result improves an analogous one obtained
in [4], in which the map f is continuous on R x C((—o0,0], M), with the
compact-open topology in C((—o0,0], M). In fact, such a coarse topology
makes the assumption of the continuity of f a more restrictive condition than
the one we require here.

Corollary 4.12. Let M and f be as in Theorem 4.4. Assume that M is compact
with nonzero Euler—Poincaré characteristic x(M) and that f sends bounded

subsets of R x M into bounded subsets of RF. Then, equation (4.1) admits an
unbounded connected set of nontrivial T-forced pairs whose closure meets the
set

{(0.¢7) € 0,+00) x C;.(M) : g € M}
of the trivial T-forced pairs.

Proof. Apply Corollary 4.9 with V' = M. By the Poincaré—Hopf theorem we
have

deg(f, M) = x(M) #0.
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Thus, equation (4.1) has a connected subset of nontrivial T-forced pairs that,
according to Corollary 4.9, turns out to be necessarily unbounded. (I

We conclude with a result about the existence of forced oscillations for
the retarded spherical pendulum. The proof is omitted since it is based on the
existence of a global branch as in Corollary 4.12, as well as on the argument,
that can be found in [1], about the forced motion of the spherical pendulum.

Theorem 4.13. Let f: R x BU((—00,0],5%) — R3 be a T-periodic functional
field on the unit sphere of R3. Suppose that f is bounded and locally Lipschitz
i the second variable. Then, the motion equation

zn(t) = f(t, zr)
admits a forced oscillation.

We do not know whether or not the above result can be extended just
replacing S? with any compact smooth manifold M C R¥ with nonzero Euler—
Poincaré characteristic.
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