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Abstract

In this paper we find existence results for nonlinear variational inequalities in-
volving a multivalued map. Both cases of a lower semicontinuous multimap and
an upper semicontinuous one are considered. We solve the problem using a lin-
earization argument and a suitable continuation principle.
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1. Introduction

Let Ω ⊂ R
N be a bounded domain with Lipschitz boundary, we use topo-

logical methods to establish existence results for a class of nonlinear variational
inequalities on convex closed sets. The inequalities considered involve a quasi-
linear operator of class S+ and the nonlinear part is given by the sum of a
Carathéodory map and a multivalued map (multimap). We take into account
both the cases of elliptic variational inequalities and parabolic variational in-
equalities. We look for solutions in Wm,p

0 (Ω) = Wm,p
0 (Ω,R) (1 < p < ∞) and in

Lp([0, d],Wm,p
0 (Ω)), 2 ≤ p < ∞, in the elliptic and parabolic case respectively.

Problems of this kind have been studied by many authors and appear in many
applications, such as the obstacle and bi-obstacle problem, or the elasto-plastic
torsion problem, in which the set K is given by gradient conditions. We mention
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the works of Hu-Papageorgiou [8], Aizicovici-Papageorgiou-Staicu [1], Väth [16],
Lan [12], the monograph of Carl-Lee-Motreanu [5], and the references therein. It
is also worth to mention the work of Mordukhovich for the link between differ-
ential inclusions and variational inequalities (see [13, 14]) and of Kučera for the
relation with partial differential equations (see [7]). Observe that if the set on
which the variational inequality is valid coincides with the whole space Wm,p

0 (Ω)
or Lp([0, d],Wm,p

0 (Ω)), the solutions of the variational inequalities are weak so-
lutions of elliptic and parabolic partial differential inclusions involving a second
order differential operator in divergence form. Different methods have been ap-
plied to solve these problems, the more used ones being the method of upper and
lower solutions (as e.g. in [5]) and the degree theory approach. The latter was
first used for semilinear variational inequalities by Szulkin [15] and Miesermann
[11]. In [12] the author proves existence results for variational inequalities involv-
ing a demicontinuous S-contractive, map A, i.e., I − A is of S+-type; he finds,
as an application, weak solutions for semilinear second-order elliptic inequalities.
Concerning the multivalued case, in [16] a fixed point index is constructed for
the studied partial differential inclusion. In [8] and in [1] degree theory methods
based on the degree map for multivalued perturbation of a (S+) operator are
applied: in [8] the authors prove existence results for a class of partial differential
inclusions with an upper semicontinuous multivalued nonlinearity; in [1] multi-
plicity results are proved both for partial differential inclusions and variational
inequalities with, as multimap involved, the generalized subdifferential of a locally
Lipschitz function. On the other hand, we consider both the cases of an upper
semicontinuous and a lower semicontinuous general kind of multivalued nonlin-
earity. To solve the problem we use a linearization argument and a continuation
principle. More precisely, we define a suitable multivalued operator (multiopera-
tor) depending on a parameter λ, whose fixed points at level 1 are the solutions
of the variational inequalities considered. We do not assume any regularity in
terms of compactness, neither on the quasilinear operator nor on the nonlinearity
part to apply the topological degree theory for completely continuous multimap
(see [10]), to obtain the existence of at least a fixed point. Moreover, with this
approach we do not require any restriction on the set K, as done in [5], see ex-
ample 5.1. Given a domain D ⊂ R

k we denote in the whole paper with ‖u‖p,
‖u‖m,p, ‖u‖0 the usual norm for Lp(D) = Lp(D,R), Wm,p(D) = Wm,p(D,R) and
Wm,p

0 (D) = Wm,p
0 (D,R) respectively.

2. Preliminaries

A multimap G : R ⊸ R is said to be:

(i) upper semicontinuous (u.s.c.), if G−1(V ) = {x ∈ X : G(x) ⊂ V } is an open
subset of R for every open V ⊆ R;
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(ii) lower semicontinuous (l.s.c.), if G−1(Q) = {x ∈ X : G(x) ⊂ Q} is a closed
subset of R for every closed set Q ⊂ R

(ii) closed, if its graph GF = {(x, y) ∈ R × R : y ∈ G(x)} is a closed subset of
R × R;

(iv) completely continuous, if it is u.s.c. and maps bounded sets into compact
ones.

For u.s.c. multimaps the following relations hold.

Theorem 2.1 (see [10], Theorem 1.1.4.). An u.s.c. multimap G : R ⊸ R with
closed values is a closed multimap.

Theorem 2.2 (see [10], Theorem 1.1.5.). A closed multimap G : R ⊸ R with
compact values, such that maps bounded sets into compact ones is u.s.c.

A map g : R
k → R is said to be a Carathéodory map if it is measurable with

respect to the first variable and continuous with respect to the other k − 1 vari-
ables.
Let E be a Banach space and E∗ its dual space, an operator A : E → E∗ is
said to satisfy the S+ condition if and only if the weak convergence of a sequence
{un} ⊂ E to u ∈ E and the condition lim sup

n→∞
〈Aun, un − u〉 ≤ 0 imply the strong

convergence of {un} to u in E.
Let K ⊂ E be a convex closed set, let V ⊂ E be a bounded open set, such that
VK = V ∩K 6= ∅, and let G : V ⊸ K be a completely continuous multimap with
compact and convex values such that x /∈ G(x) for any x ∈ ∂VK , where V K and
∂VK denote the relative closure and the relative boundary of the set VK in K.
In such a setting the relative topological degree

degK(i−G,V K)

of the corresponding multivalued vector field (multifiled) i − G is well defined
and satisfies the standard properties (see e.g. [10]). In particular, it satisfies the
homotopy invariance property and the existence condition, i.e.

degK(i−G,V K) 6= 0

implies that the fixed point set FixG = {x : x ∈ G(x)} is a nonempty compact
subset of VK (see [10]).

Definition 2.1. Two completely continuous multimaps G0, G1 : VK ⊸ K with
compact and convex values and the corresponding multifields are said to be ho-
motopic if there exists a completely continuous family G : [0, 1] × VK ⊸ K with
compact and convex values such that

FixG(λ, ·) ∩ ∂VK = ∅, ∀λ ∈ [0, 1],
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and G(0, ·) = G0, G(1, ·) = G1.

Theorem 2.3 (see [10], Theorem 3.1.4.). Let G : VK ⊸ K be a completely
continuous multimap with compact and convex values such that G(x) ∩ V K 6= ∅,
∀x ∈ ∂VK and FixG ∩ ∂VK = ∅, then degK(i−G, ∂VK) = 1.

3. Elliptic variational inequalities

We consider the following variational inequalities:





∫

Ω

∑

|α|≤m

Aα(x, η(u(x)))(Dαv(x) −Dαu(x)) dx ≥

≥

∫

Ω
(g(x, η(u(x))) + f(x, u(x)) + h)(v(x) − u(x)) dx, ∀ v ∈ K

f(x, u(x)) ∈ F (x, u(x)) a.e. x ∈ Ω

(3.1)





∫

Ω

∑

|α|≤m

Aα(x, η(u(x)))(Dαv(x) −Dαu(x)) dx ≥

≥

∫

Ω
(g(x, η(u(x))) + f(x) + h)(v(x) − u(x)) dx, ∀ v ∈ K

f(x) ∈ F (x, u(x)) a.e. x ∈ Ω

(3.2)

Where Ω ⊂ R
N is a bounded domain with Lipschitz boundary ∂Ω, K a closed

convex subset of Wm,p
0 (Ω) (1 < p < ∞) with 0 ∈ K, α a multiindex, η(u) =

{Dαu : |α| ≤ m}, the function Aα maps Ω × R
Nm into R (with Nm = (N+m)!

N !m! ),
g : Ω×R

Nm → R and F : Ω×R ⊸ R are a given map and multimap respectively,

finally h ∈ (Wm,p
0 (Ω))∗. Let q be such that

1

p
+

1

q
= 1, we assume the following

hypotheses on the function Aα : Ω × R
Nm → R:

(A1) x→ Aα(x, η) is measurable in Ω for any η ∈ R
Nm;

η → Aα(x, η) is continuous for almost all (a.a.) x ∈ Ω;
there exist a function k0 ∈ Lq(Ω) and a constant ν such that

|Aα(x, η)| ≤ k0(x) + ν(‖η‖p−1), a.e. in Ω, for any η ∈ R
Nm ;

(A2) ∀x ∈ Ω, and η, η′, η 6= η′,

∑

|α|≤m

(Aα(x, η) −Aα(x, η′))(ηα − η′α) > 0;
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(A3) there exist a function k1 ∈ L1(Ω) and a constant µ such that

∑

|α|≤m

Aα(x, η)ηα ≥ µ‖η‖p − k1(x), a.e. in Ω and ∀ η ∈ R
Nm.

As a consequence the function Aα generates an operator A from Wm,p
0 (Ω) into

its dual (Wm,p
0 (Ω))∗ defined by

〈Au,ϕ〉 =

∫

Ω

∑

|α|≤m

Aα(x, η(u(x)))Dαϕ(x) dx.

A typical example that satisfies (A1)-(A3) is the p-Laplacian. Moreover, under
previous hypotheses the operator A : Wm,p

0 (Ω) → (Wm,p
0 (Ω))∗ is continuous,

bounded, monotone, and satisfies the S+ condition (see e.g. [5]).

Remark 3.1. Observe that if the set K coincides with the whole space Wm,p
0 (Ω),

the solutions of the variational inequalities (3.1) and (3.2) are weak solutions of
the following partial differential inclusion:





−h ∈
∑

|α|≤m

(−1)|α|DαAα(x, η(u(x))) + g(x, η(u(x))) + F (x, u(x)) in Ω

u(x) = 0 on ∂Ω

(3.3)

Given q ∈Wm,p
0 (Ω) and λ ∈ [0, 1], consider the linearized variational inequality:

〈A(u), v−u〉 ≥ λ

∫

Ω
(g(x, η(q(x)))+f(x, q(x))+h)(v(x)−u(x)) dx, ∀ v ∈ K (3.4)

where f : Ω × R → R is a Carathéodory selection of the multimap F (i.e.
f(x, q(x)) ∈ F (x, q(x)) a.e. in Ω).

Theorem 3.1. Let Aα : Ω × R
Nm → R satisfy hypotheses (A1)-(A3) and g :

Ω × R
Nm → R be a Carathéodory map such that

|g(x, η)| ≤ k2(x) + c1(‖η‖
σ) a.e. in Ω, ∀ η ∈ R

Nm

with k2 ∈ Lq(Ω), c1 > 0 and 1 ≤ σ < p− 1.
Let F : Ω×R ⊸ R be a measurable multimap with closed convex values such that

(i) F (x, ·) : R ⊸ R is l.s.c. ∀x ∈ Ω

(ii) ‖F (x, u)‖ ≤ a(x) + b|u|σ a.e. in Ω, ∀u ∈ R with a ∈ Lq(Ω), b > 0 and
1 ≤ σ < p− 1.
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Then the problem (3.1) has at least a solution.

Proof. Hypotheses (i)-(ii) on the multimap F imply the existence of a
Carathéodory selection and hence the variational inequality (3.4) is well defined.
We can assume without loss of generality (w.l.o.g.) that 0 ∈ K: if this is not the
case, we can consider an element u0 ∈ K and solve the analogous problem:





〈Ā(w), v′ − w〉 ≥

∫

Ω
(ḡ(x, η(w(x))) + f̄(x,w(x)) + h)(v′(x)−w(x)) dx, ∀ v′ ∈ K1

f̄(x,w(x)) ∈ F̄ (x,w(x)) a.e. x ∈ Ω

whereK1 = K−u0, w = u−u0, Ā : W 1,p
0 (Ω) → (W 1,p

0 (Ω))∗, ḡ : Ω×R
Nm → R and

F̄ : Ω× R ⊸ R are defined by Ā(w) = A(w+ u0), ḡ(x, η(w(x))) = g(x, η(w(x) +
u0(x))), F̄ (x,w(x)) = F (x,w(x) + u0(x)), respectively.
We split the proof in several steps and for sake of simplicity we assume m = 1.
Let Uf the solution set of (3.4). Denote with T the multioperator

T : Q× [0, 1] ⊸ K
(q, λ) 7→ {Uf , f(x, q(x)) ∈ F (x, q(x))}

where Q ⊂W 1,p
0 (Ω) is a suitable closed convex set.

Step 1. The multioperator T has nonempty closed convex values.
Indeed, consider the functional G : W 1,p

0 (Ω) → R defined as:

G(u) = λ

∫

Ω
(g(x, q(x),Dq(x)) + f(x, q(x)) + h)u(x) dx

We have:

|G(u)| =

∣∣∣∣λ
∫

Ω
(g(x, q(x),Dq(x)) + f(x, q(x)) + h)u(x) dx

∣∣∣∣ ≤

≤

∫

Ω
(|g(x, q(x),Dq(x))| + |f(x, q(x))| + |h|)|u(x)| dx ≤

≤

∫

Ω
(k2(x) + c1(|q(x)|

p−1 + ‖Dq(x)‖p−1) + a(x) + b|q(x)|p−1 + |h|)|u(x)| dx ≤

≤ (‖k2‖q + ‖a‖q + ‖h‖q)‖u‖p + |Ω|1−
σ+1

p (c1(‖q‖
σ
p + ‖Dq‖σ

p ) + b‖q‖σ
p )‖u‖p ≤

≤ C‖u‖0
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hence G is a linear and continuous operator, i.e. G ∈ (W 1,p
0 (Ω))∗. We notice that

for λ = 0, G ≡ 0. Let χ(u) be the indicator function of K

χ(u) =





0 u ∈ K

+∞ u ∈W 1,p
0 (Ω) \K

The problem (3.4) can be rewritten in the following equivalent form (see [17])

G ∈ ∂χ(u) +A(u), u ∈ K

where

∂χ(u) =




u∗ ∈ (W 1,p

0 (Ω))∗ : 〈u∗, u− v〉 ≥ 0 ∀ v ∈ K u ∈ K

∅ u ∈W 1,p
0 (Ω) \K

The mapping ∂χ : W 1,p
0 (Ω) ⊸ (W 1,p

0 (Ω))∗ is maximal monotone, then, for the

regularity properties of the operator A it follows that for any b ∈ (W 1,p
0 (Ω))∗ the

inclusion
b ∈ ∂χ(u) +A(u)

has at least a solution u ∈ K (see [4]). In particular there exist solutions when
b = G. Moreover, from the monotonicity and the continuity of the operator A
we have that (3.4) is equivalent to the problem

〈A(v), v − u〉 ≥

≥ λ

∫

Ω
(g(x, q(x),Dq(x)) + f(x, q(x)) + h)(v(x) − u(x)) dx ∀ v ∈ K.

(3.5)

and, since F has convex values, the multioperator T has closed and convex values.

Step 2. The multioperator T is a closed operator.
Let qn → q0 in W 1,p

0 (Ω), λn → λ0, un → u0 in W 1,p
0 (Ω) where un ∈ T (qn, λn),

then, ∀ v ∈ K,

〈A(un), v − un〉 ≥

≥ λn

∫

Ω

(
g(x, qn(x),Dqn(x)) + f(x, qn(x)) + h

)
(v(x) − un(x)) dx

(3.6)

From the convergence of qn in W 1,p(Ω), we can extract a subsequence {qnk
} ⊂

{qn} such that:

lim
k→∞

λnk

∫

Ω
(g(x, qnk

(x),Dqnk
(x)) + f(x, qnk

(x)) + h)(v(x) − unk
(x)) dx =

= lim inf
n→∞

λn

∫

Ω
(g(x, qn(x),Dqn(x)) + f(x, qn(x)) + h)(v(x) − un(x)) dx
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and qnk
→ q0, Dqnk

→ Dq0 a.e. in Ω. From the continuity of g with respect to
the second and the third argument, the continuity of f with respect to the second
argument, the Lebesgue convergence Theorem and Hölder inequality we have

lim
k→∞

λnk

∫

Ω
(g(x, qnk

(x),Dqnk
(x)) + f(x, qnk

(x)) + h)(v(x) − unk
(x)) dx =

= λ0

∫

Ω
(g(x, q0(x),Dq0(x)) + f(x, q0(x)) + h)(v(x) − u0(x)) dx.

Moreover K is closed, hence u0 ∈ K and from the continuity of A we have,

lim
n→∞

〈A(un), v − un〉 = 〈A(u0), v − u0〉.

Then

〈A(u0),v − u0〉 = lim
n→∞

〈A(un), v − un〉 ≥

≥ lim inf
n→∞

λn

∫

Ω
(g(x, qn(x),Dqn(x)) + f(x, qn(x)) + h)(v(x) − un(x)) dx =

=λ0

∫

Ω
(g(x, q0(x),Dq0(x)) + f(x, q0(x)) + h)(v(x) − u0(x)) dx

then u0 ∈ T (λ0, q0) and T is closed.

Step 3. The multioperator T is a compact operator with compact and convex
values.
To prove this, let qn ∈ W 1,p

0 (Ω) be such that ‖qn‖0 < N, ∀n, with N a positive
constant, and let un ∈ T (λn, qn). Since, by hypothesis, 0 ∈ K we may consider
(3.4) with v ≡ 0, obtaining

µ‖un‖
p
0 − k1(x) ≤ 〈A(un), un〉 ≤

≤ λn

∫

Ω
(g(x, qn(x),Dqn(x)) + f(x, qn(x)) + h)un(x) dx ≤

≤ λn

∫

Ω
(|g(x, qn(x),Dqn(x))| + |f(x, qn(x))| + |h|)|un(x)| dx ≤

≤
(
‖k2‖q + ‖a‖q + c1|Ω|1−

σ+1

p ‖Dqn‖
σ
p

)
‖un‖p+

+
(
(c1 + b)|Ω|1−

σ+1

p ‖qn‖
σ
p + ‖h‖q

)
‖un‖p ≤

≤ C(‖un‖0)
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Since p > 1, by the Young inequality un is uniformly bounded, i.e., there exists a
subsequence, that weakly converges in W 1,p

0 (Ω) to u0 ∈W 1,p
0 (Ω). Moreover from

the convexity and the closure of K we have u0 ∈ K. It follows

0 ≤ lim
n→∞

∣∣∣∣
∫

Ω
(g(x, qn(x),Dqn(x)) + f(x, qn(x)) + h)(u0(x) − un(x)) dx

∣∣∣∣ ≤

≤ lim
n→∞

(
‖k2‖q + ‖a‖q + c1|Ω|1−

σ+1

p ‖Dqn‖
σ
p+

+(c1 + b)|Ω|1−
σ+1

p ‖qn‖
σ
p + ‖h‖q

)
‖u0 − un‖p = 0

Substituting v = u0 in (3.1), we have

lim sup
n→∞

〈A(un), un − u0〉 ≤

≤ lim
n→∞

λn

∫

Ω
(g(x, qn(x),Dqn(x)) + f(x, qn(x)) + h)(un(x) − u0(x)) = 0

Since A satisfies the S+ condition, un → u0 in W 1,p(Ω), that is T is a compact
operator. Finally by Step 2, T has closed values, hence has compact values.

Step 4. The fixed point set {u ∈ T (u, λ), λ ∈ [0, 1]} is a-priori bounded.
In fact, let u ∈ T (u, λ), as before we have:

µ‖u‖p
0 − k1(x) ≤

≤
(
‖k2‖q + ‖a‖q + c1|Ω|1−

σ+1

p ‖Du‖σ
p + (c1 + b)|Ω|1−

σ+1

p ‖u‖σ
p + ‖h‖q

)
‖u‖p ≤

≤ C(‖u‖σ+1
0 + ‖u‖0)

Again, since σ < p−1 and p > 1, by the Young inequality, u is uniformly bounded
as u varies among all the solutions of the original variational inequality. There-
fore, there exists a constant M > 0 such that ‖u‖0 < M for any u ∈ T (u, λ) and
for any λ ∈ [0, 1].

Let Q = BM (0) ∩ K, by Theorem 2.3, we have degK(i − T0, Q) 6= 0, then for
the homotopy invariance property degK(i−T1, Q) 6= 0, hence there exists a fixed
point u ∈ T (u, 1), i.e. a solution of (3.1). �

Now, to solve (3.2), given q ∈ Wm,p
0 (Ω) and λ ∈ [0, 1], consider the linearized

variational inequality:

〈A(u), v − u〉 ≥ λ

∫

Ω
(g(x, η(q(x))) + f(x) + h)(v(x) − u(x)) dx, ∀ v ∈ K (3.7)
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where f : Ω → R is a measurable selection of the multimap F (i.e. f(x) ∈
F (x, q(x)) a.e. in Ω).

Theorem 3.2. Let Aα : Ω × R
Nm → R satisfy hypotheses (A1)-(A3) and g :

Ω × R
Nm → R be a Carathéodory map such that

|g(x, η)| ≤ k2(x) + c1(‖η‖
σ) a.e. in Ω, ∀ η ∈ R

Nm

with k2 ∈ Lq(Ω), c1 > 0 and 1 ≤ σ < p− 1.
Let F : Ω × R ⊸ R be a multimap with closed and convex values such that

(i) F (·, u) is measurable for all u ∈ R;

(ii) F (x, ·) : R ⊸ R is u.s.c., for all x ∈ Ω;

(iii) ‖F (x, u)‖ ≤ a(x) + b|u|σ a.e. in Ω, ∀u ∈ R with a ∈ Lq, b > 0 and
1 ≤ σ < p− 1.

Then the problem (3.2) has at least a solution.

Proof. Under hypotheses (i)-(ii) the multimap F admits a measurable se-
lection f : Ω → R. So (3.7) is well defined. As before we assume m = 1 and it is
possible to prove the existence of at least a solution of (3.7). The proof scheme
is similar to Theorem 3.1 but we need to prove the closeness of the multimap T
in a different way. Denoting with Uf the solution set of (3.7), we introduce the
solution multioperator

T : Q ⊂W 1,p
0 (Ω) × [0, 1] ⊸ W 1,p

0 (Ω)
(q, λ) → {Uf , f(x) ∈ F (x, q(x))}

where Q is a suitable closed convex set. Let qn → q0 in W 1,p
0 (Ω), λn → λ0,

un → u0 in W 1,p
0 (Ω) where un ∈ T (qn, λn), we want to prove that u0 ∈ T (q0, λ0).

From un ∈ T (qn, λn) we have

〈A(un), v − un〉 ≥

≥ λn

∫

Ω
(g(x, qn(x),Dqn(x)) + fn(x) + h)(v(x) − un(x)) dx ∀ v ∈ K,

(3.8)

where fn(x) ∈ F (x, qn(x)) for a.a. x ∈ Ω. Since the sequence {qn} converges
in W 1,p(Ω), there exists a subsequence {qnk

} in Lp(Ω) converging to q0 a.e. in
Ω. From the Egoroff’s Theorem the sequence qnk

converges almost uniformly to
q0, i.e. there exists a zero-measure set O such that qnk

(x) converges uniformly
to q0(x) for all x ∈ Ω \ O. Moreover from the hypothesis (iii) on F , |fnk

(x)| ≤
‖F (x, qnk

(x))‖ ≤ a(x) + b|qnk
|σ . Hence there exists a constant L > 0 such that
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‖fnk
(x)‖q ≤ L, and there exists a subsequence {fnk

}, denoted as the sequence,
that weakly converges in Lq(Ω) to a function f0. From Mazur’s lemma a convex
combination {f̃nk

} of {fnk
}, converges to f0 with respect to the norm of L1(Ω).

Passing to a subsequence we can assume that {f̃nk
} converges a.e. to f0. We

show that f0(x) ∈ F (x, q0(x)) for a.a. x ∈ Ω. From the upper semicontinuity of
the multimap F there exists an index k0 such that

F (x, qnk
(x)) ⊂Wε(F (x, q0(x)))

∀x ∈ Ω \O and k ≥ k0. Then

fnk
(x) ∈Wε(F (x, q0(x)))

for a.a. x ∈ Ω. From the convexity of the values of F

f̃nk
(x) ∈Wε(F (x, q0(x))) k ≥ k0

for a.a. x ∈ Ω. It follows
f0(x) ∈ F (x, q0(x))

for a.a. x ∈ Ω. Since W 1,p
0 (Ω) is closed we have u0 ∈ W 1,p

0 (Ω); moreover, by the
continuity of the operator A,

lim
n→∞

〈A(un), v − un〉 = 〈A(u0), v − u0〉

and hence

〈A(u0),v − u0〉 = lim
n→∞

〈A(un), v − un〉 ≥

≥ lim inf
n→∞

λn

∫

Ω
(g(x, qn(x),Dqn(x)) + fn(x) + h)(v(x) − un(x)) dx =

=λ0

∫

Ω
(g(x, q0(x),Dq0(x)) + f0(x) + h)(v(x) − u0(x)) dx

The last equality follows from the continuity of the functions qn, the weak con-
vergence up to subsequence of fn and the strong convergence of the sequence un.
Finally K is closed, u0 ∈ K and hence u0 ∈ T (λ0, q0). �

Remark 3.2. Problems as (3.3) appear in many applications, e.g. the obstacle
problem. In this case, given ψ ∈ Lp(Ω), the set K is

K = {u ∈W 1,p
0 (Ω) : u(x) ≥ ψ(x), for a.e.x ∈ Ω}.
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4. Evolution variational inequalities

We consider now the parabolic case. To this aim let Ω ⊂ R
N be a bounded

domain with Lipschitz boundary ∂Ω, J = [0, d], and K a closed convex subset of
X0 = Lp(J,Wm,p

0 (Ω)) (2 ≤ p <∞) we look for functions u ∈ Y0∩K u(0, ·) = ū(·),
Y0 = {u ∈ X0, ut ∈ X∗

0}, solutions of the following variational inequalities:





∫

J

∫

Ω

∂u

∂t
(v(t, x) − u(t, x)) dx dt+

+

∫

J

∫

Ω

∑

|α|≤m

Aα(t, x, η(u(t, x)))(Dαv(t, x) −Dαu(t, x)) dx dt ≥

≥

∫

J

∫

Ω
(g(t, x, η(u(t, x)))+f(t, x, u(t, x)) + h)(v(t, x)−u(t, x)) dx dt,

∀ v ∈ K

f(t, x, u(t, x)) ∈ F (t, x, u(t, x)) a.e. in J × Ω

(4.1)





∫

J

∫

Ω

∂u

∂t
(v(t, x) − u(t, x)) dx dt+

+

∫

J

∫

Ω

∑

|α|≤m

Aα(t, x, η(u(t, x)))(Dαv(t, x) −Dαu(t, x)) dx dt ≥

≥

∫

J

∫

Ω
(g(t, x, η(u(t, x))) + f(t, x) + h)(v(t, x) − u(t, x)) dx dt,

∀ v ∈ K

f(t, x) ∈ F (t, x, u(t, x)) a.e. in J × Ω

(4.2)

where, as before, α is a multiindex, η(u) = {Dαu : |α| ≤ m}, the function Aα

maps J ×Ω×R
Nm into R (with Nm = (N+m)!

N !m! ), and where g : J ×Ω×R
Nm → R

and F : J×Ω×R ⊸ R are given map and multimap respectively, finally h ∈ X∗
0 .

Let q be such that
1

p
+

1

q
= 1, we assume the following hypotheses on the function

Aα : J × Ω × R
Nm → R:

(A4) (t, x) → Aα(t, x, η) is measurable in J × Ω for any η ∈ R
Nm ;

η → Aα(t, x, η) is continuous for almost all x ∈ Ω
there exist a function k0 ∈ Lq(J × Ω) and a constant ν such that

|Aα(t, x, η)| ≤ k0(t, x) + ν(‖η‖p−1), a.e. in J × Ω, for any η ∈ R
Nm ;
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(A5) ∀ (t, x) ∈ J × Ω, and η, η′, η 6= η′,

∑

|α|≤m

(Aα(t, x, η) −Aα(t, x, η′))(ηα − η′α) > 0;

(A6) there exist a function k1 ∈ L1(J × Ω) and a constant µ > 0 such that

∑

|α|≤m

Aα(t, x, η)ηα ≥ µ‖η‖p − k1(t, x), a.e. in J × Ω and ∀ η ∈ R
Nm .

Remark 4.1. Observe that if the set K coincides with the whole space X0, the
solutions of the variational inequalities (4.1) and (4.2) are weak solutions of the
following parabolic partial differential inclusion:





−h ∈
∂u

∂t
+

∑

|α|≤m

(−1)|α|DαAα(x, η(u(t, x)))+

+ g(t, x, η(u(t, x))) + F (t, x, u(t, x)) in J × Ω

u(t, x) = 0 on J × ∂Ω

u(0, x) = u(x) a.e. in Ω

(4.3)

Let A from J ×Wm,p
0 (Ω) into the dual (Wm,p

0 (Ω))∗ be defined by

〈A(t, u), ϕ〉 =

∫

Ω

∑

|α|≤m

Aα(t, x, η(u(x)))Dαϕ(x) dx.

Defining Ã : Y0 → Y ∗
0 as Ã(u)(t) = A(t, u(t)), by hypotheses (A4)-(A6), we have

that the operator Ã is continuous, bounded and satisfies the S+ condition (see
[8]). Moreover, we define the operator L : Y0 ⊆ X0 → X∗

0 as L(u) = ut. It
is known that the operator L : Y0 ⊆ X0 → X∗

0 is a closed maximal monotone
operator (see [8]). Given q ∈ X0 and λ ∈ [0, 1], we can consider the linearized
variational inequality:

〈L(u) + Ã(u), v − u〉 ≥

≥ λ

∫

J

∫

Ω
(g(t, x, η(q(t, x))) + f(t, x, q(t, x)) + h)(v(t, x) − u(t, x)) dx dt,

(4.4)

for all v ∈ K, where f : Ω × R → R is a Carathéodory selection of the multimap
F (i.e. f(t, x, q(t, x)) ∈ F (t, x, q(t, x)) a.e. in Ω).
We have three possible cases for the set K. It has non empty interior, denoted
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by int(K); eather it has non empty relatively interior, in this case we solve the
problem on X ′

0, the smallest subspace of X0 containing K or it is reduced to a
single point K = {0}. We solve the problem in the case 0 ∈ int(K) and the other
two cases follow easily.

Theorem 4.1. Let Y0 ∩ int(K) 6= ∅, Aα : J × Ω × R
Nm → R satisfy hypotheses

(A4)-(A6), and g : J × Ω × R
Nm → R be a Carathéodory map such that

|g(t, x, η)| ≤ k2(t, x) + c1(‖η‖
σ) a.e. in J × Ω, ∀ η ∈ R

Nm

with k2 ∈ Lq(J × Ω), c1 > 0 and 1 ≤ σ < p− 1.
Let F : J ×Ω×R ⊸ R be a measurable multimap with closed convex values such
that

(i) F (t, x, ·) : R ⊸ R is l.s.c. ∀ (t, x) ∈ J × Ω

(ii) ‖F (t, x, u)‖ ≤ a(t, x) + b|u|σ a.e. in J × Ω, ∀u ∈ R with a ∈ Lq(J × Ω),
b > 0 and 1 ≤ σ < p− 1.

Then the problem (4.1) has at least a solution.

Proof. Hypotheses (i)-(ii) on the multimap F imply the existence of a
Carathéodory selection and hence the variational inequality (3.4) is well defined.
As before, for sake of simplicity we assume m = 1 and, denoting with Uf the
solution set of (4.4), we define the multioperator T as

T : Q× [0, 1] ⊸ K
(q, λ) 7→ {Uf , f(t, x, q(x)) ∈ F (t, x, q(x))}

where Q ⊂ X0 is a suitable closed convex set.
As for the elliptic variational inequalities we can assume w.l.o.g. that 0 ∈ K.
The multioperator T is a compact multioperator with nonempty closed convex
values.
Indeed, as before we consider the linear and continuous functional G : X0 → R

defined as:

G(u) = λ

∫

J

∫

Ω
(g(t, x, q(t, x),Dq(t, x)) + f(t, x, q(t, x)) + h)u(t, x) dx dt

So, denoting with χ(u) the indicator function ofK, problem (4.4) can be rewritten
in the following equivalent form (see [17])

G ∈ ∂χ+ L(u) + Ã(u), u ∈ K

14



The operator ∂χ(u) +L(u) is a maximal monotone operator as sum of two max-
imal monotone operators, then, for the regularity properties of the operator Ã it
follows that for any b ∈ X∗

0 the inclusion

b ∈ ∂χ(u) + L(u) + Ã(u)

has at least a solution u ∈ K (see [4]). In particular there exist solutions when
b = G. Moreover, from the monotonicity and continuity of the operator Ã and
from the monotonicity and linearity of the operator L we have that (4.4) is
equivalent to the problem

〈L(v) + Ã(v), v − u〉 ≥

≥ λ

∫

J

∫

Ω
(g(t, x, q(t, x),Dq(t, x)) + f(t, x, q(t, x)) + h)(v(t, x) − u(t, x)) dx dt

(4.5)

for all v ∈ K. Therefore, recalling that F has convex values, the multioperator
T has closed and convex values.
T is a closed operator.
To this aim let {qn} ⊂ Q, qn → q0 in X0, λn → λ0 in [0, 1] and un → u0 in X0

with un ∈ T (qn, λn), we claim that u0 ∈ T (q0, λ0).
We find an estimate for ‖Lun‖. Notice that since K is closed convex and 0 ∈
int(K) we have that for any v ∈ X0 there exists γ ∈ R and a vk ∈ K such that
v = γvk. So

‖Lun‖ = sup
v∈X0;‖v‖X0

≤1
|〈Lun, v〉| = sup

‖γvk‖≤1
|〈Lun, γvk〉|

Since vk ∈ K we obtain

|〈Lun, γvk〉| = |γ| |〈Lun, vk〉| = |γ| |〈Lun,−vk〉| ≤

≤ |γ| |〈Lun, un − vk〉| + |γ| |〈Lun, un〉| .

Now
∣∣∣∣〈Lun, un − vk〉

∣∣∣∣ ≤
∣∣∣∣λn

∫

J

∫

Ω
(g(t, x, qn(t, x),Dqn(t, x))+

+ f(t, x, qn(t, x)) + h)(un(t, x) − vk(t, x)) dx dt

∣∣∣∣ +
∣∣∣〈Ãun, un − vk〉

∣∣∣
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From growth conditions on maps g and F and on the operator A we have:

∣∣∣∣〈Lun, un − vk〉

∣∣∣∣ ≤ (‖a‖q + ‖k2‖q + ‖k0‖q + ‖h‖X∗

0
)(‖un‖X0

+ ‖vk‖X0
)+

+ c1(d|Ω|)(1−
σ+1

p
)‖Dqn‖

σ
X0

(‖un‖X0
+ ‖vk‖X0

)+

+ (c1 + b)(d|Ω|)(1−
σ+1

p
)‖qn‖

σ
X0

(‖un‖X0
+ ‖vk‖X0

)+

+ ν
(
‖Dun‖

p−1
X0

+ ‖un‖
p−1
X0

)
(‖un‖X0

+ ‖vk‖X0
)

Since, from the convergence of the sequences {qn} and {un} we have the existence
of two constants M1 > 0 and M2 > 0 such that ‖qn‖X0

≤M1 and ‖un‖X0
≤M2,

we obtain the existence of a constant N1 such that

|〈Lun, un − vk〉| ≤ N1

Choosing v ≡ 0 in (4.4), as before we have the existence of a constant N2 such
that

|〈Lun, un〉| ≤ N2

that is the norm of Lun is uniformly bounded. Then, up to subsequence, there
exists v0 ∈ X∗

0 such that Lun ⇀ v0. By the definition of the operator L we
have that v0 = Lu0, i.e., un ⇀ u0 in Y0 up to subsequence. From the compact
embedding Y0 ⊂ Lp(J,Lp(Ω)) and the continuous embedding Y0 ⊂ C(J,Lp(Ω))
follows un(0) → u0(0) and un(d) → u0(d) and

lim
n→∞

〈Lun, un − u0〉 =

= lim
n→∞

(
1

2
‖un(d) − u0(d)‖

2
2 −

1

2
‖un(d) − u0(d)‖

2
2 − 〈Lu0, un − u0〉

)
= 0.

Hence, recalling the convergence un → u0 in X0 and that K is closed (u0 ∈ K)
we have

lim sup
n→∞

(
〈Ã(un), un − u0〉 + 〈Lun, un − u0〉

)
≤

≤ lim sup
n→∞

λn

∫

J

∫

Ω
(g(t, x, q(t, x),Dq(t, x)) + f(t, x, q(t, x)) + h)·

· (un(t, x) − u0(t, x)) dx dt = 0

(4.6)
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The operator Ã satisfies the S+ condition; from the previous inequality we have
that un → u0 in Y0, in particular Lun → Lu0 in X∗

0 . Finally

〈Lu0, v − u0〉 + 〈Ã(u0), v − u0〉 = lim
k→∞

〈Lunk
, v − unk

〉 + 〈Ã(unk
), v − unk

〉 ≥

=

∫

J

∫

Ω
(g(t, x, q0(t, x),Dq0(t, x)) + f(t, x, q0(t, x)) + h)(v(t, x) − u0(t, x)) dx dt

where unk
and qnk

are the sequences that verify the inferior limit. Then u0 ∈
T (q0, λ0).
To prove the compactness, let qn ∈ X0 be such that ‖qn‖0 < N, ∀n, with N a
positive constant, and let un ∈ T (λn, qn). Observe that

〈L(u), u〉 =
1

2
‖u(d)‖2

2 −
1

2
‖u(0)‖2

2.

Moreover, from (A6) we have that

〈Ã(u), u〉 ≥

∫

J

∫

Ω
(µ‖η(u(t, x))‖p − k1(t, x)) dx dt =

=

∫

J

µ‖u(t)‖p
0 dt −

∫

J

∫

Ω
k1(t, x) dx dt = µ‖u‖p

X0
− k̃1.

By hypothesis 0 ∈ K; we may consider (4.1) with v ≡ 0, obtaining

µ‖un‖
p
X0

− k̃1 −
1

2
‖un(0)‖2

2 ≤

≤µ‖un‖
p
X0

− k̃1 −
1

2
‖un(0)‖2

2 +
1

2
‖un(d)‖2

2 ≤ 〈L(un) + Ã(un), un〉 ≤

≤

∣∣∣∣λn

∫

J

∫

Ω
(g(t, x, qn(t, x),Dqn(t, x)) + f(t, x, qn(t, x)) + h)un(t, x) dx dt

∣∣∣∣+

+
∣∣∣〈Ãun, un〉

∣∣∣ .

From the growth conditions on maps g and F and on the operator A, we obtain

µ‖un‖
p
X0

− k̃1 −
1

2
‖un(0)‖2

2 ≤ C‖un‖X0
.

Since p ≥ 2, by the Young inequality un is uniformly bounded, i.e., there exists
a subsequence, that weakly converges in X0 to u0 ∈ X. Moreover from the
convexity and the closure of K we have u0 ∈ K. As before it is possible to prove
the uniform boundedness of ‖Lun‖, hence to show that un ⇀ u0 in Y0 up to
subsequence. Since Y0 is compactly embedded in Lp(J,Lp(Ω)), then un → u0
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in Lp(J,Lp(Ω)). So inequality (4.6) holds and we have the strong convergence
un → u0 in Y0, i.e. the compactness of the operator T .
Again we have that the fixed point set {u ∈ T (u, λ), λ ∈ [0, 1]} is a-priori bounded.
Therefore, there exists a constant M > 0 such that ‖u‖X0

< M for any u ∈
T (u, λ) and for any λ ∈ [0, 1], then by the properties of the relative topological
degree as in Theorem 3.1, we obtain a solution of (4.1). �

For parabolic variational inequalities the existence theorem for u.s.c. multimap
F is still valid.

Theorem 4.2. Let Y0 ∩ int(K) 6= ∅, Aα : J × Ω × R
Nm → R satisfy hypotheses

(A4)-(A6), and g : J × Ω × R
Nm → R be a Carathéodory map such that

|g(t, x, η)| ≤ k2(t, x) + c1(‖η‖
σ) a.e. in J × Ω, ∀ η ∈ R

Nm

with k2 ∈ Lq(J × Ω), c1 > 0 and 1 ≤ σ < p− 1.
Let F : J × Ω × R ⊸ R be a multimap with closed and convex values such that

(i) F (·, ·, u) is measurable for all u ∈ R;

(ii) F (t, x, ·) : R ⊸ R is u.s.c., for all (t, x) ∈ J × Ω;

(iii) ‖F (t, x, u)‖ ≤ a(t, x) + b|u|σ a.e. in J × Ω, ∀u ∈ R with a ∈ Lq(J × Ω),
b > 0 and 1 ≤ σ < p− 1.

Then the problem (4.2) has at least a solution.

Proof. As before we consider the linearized problem

〈L(u) + Ã(u), v − u〉 ≥

≥ λ

∫

J

∫

Ω
(g(t, x, η(q(t, x))) + f(t, x) + h)(v(t, x) − u(t, x)) dx dt, ∀v ∈ K

(4.7)

where f : J × Ω → R is a measurable selection of the multimap F (i.e. f(t, x) ∈
F (t, x, q(t, x)) a.e. in J × Ω). Moreover, denoting with Uf the solution set of
(4.7), we introduce the solution multioperator

T : Q ⊂ X0 × [0, 1] ⊸ X0

(q, λ) → {Uf , f(t, x) ∈ F (t, x, q(t, x))}

where Q is a suitable closed convex set. Given qn → q0 and un → u0 in X0,
λn → λ0, with un ∈ T (qn, λn), as in Theorem 3.2 it is possible to find a sequence
of selections {fn} ⊂ Lq(J,Lq(Ω)), fn(t, x) ∈ F (t, x, qn(t, x)) a.e. in J × Ω, such
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that {fn} weakly converges to f0 with f0(t, x) ∈ F (t, x, q0(t, x)). Now, as in the
proof of Theorem 4.1 we have

lim
n→∞

〈L(un) + Ã(un), v − un〉 = 〈L(u0) + Ã(u0), v − u0〉.

Hence

〈L(u0) + Ã(u0), v − u0〉 = lim
n→∞

〈L(un) + Ã(un), v − un〉 ≥

≥ lim inf
n→∞

λn

∫

J

∫

Ω
(g(t, x, qn(t, x),Dqn(t, x)) + fn(t, x) + h)·

· (v(t, x) − un(t, x)) dx dt =

= λ0

∫

J

∫

Ω
(g(t, x, q0(t, x),Dq0(t, x)) + f0(t, x) + h)(v(t, x) − u0(t, x)) dx dt

and we came to the conclusion. �

5. Examples

Example 5.1. We show an example of a minimization problem with respect to
a set K that is not closed with respect to the maximum and the minimum, as is
required in [5]. We consider the following problem:

min
u∈K

{∫

C

|Du|2 dx u ∈ u0 +W 1,2
0 (C,R)

}
(5.1)

with C the unit ball with center at zero, u0 = y2 − 1, and

K = {f(ρ, θ) = ρ cos 2θ + a sin(2πρ) + b sin(4πρ), a, b ∈ R}.

Finding minimizers of Problem (5.1) is equivalent to solve the variational in-
equality:

〈Du,Dv −Du〉 ≥ 0 ∀ v ∈ K,

i.e. we obtain a variational inequality of type (3.1.) We can apply Theorem 3.1
obtaining the existence of a solution.

Example 5.2. We consider a problem of heat dissipation in an isotropic homoge-
neous bounded body B ⊂ R

3, which has to be maintained at a constant temperature
u0. The problem is expressed by the following system





∂u

∂t
+ ∆u−D(t, x) =

N∑

i=1

qi(t, u)fi(x) t ∈ [0, T ], x ∈ B

u(t, x) = u0(t, x) t ∈ [0, T ], x ∈ ∂B
19



The function u(t, x) ∈W 1,p([0, T ]×B,R) describes the change of temperature at
point x and time t due to the dispersion D(t, x). Heat is supplied by N sources
fi ∈ L∞(Bi,R), i = 1, . . . , N of bounded heating output qi(t, u), i = 1, . . . , N ,
where Bi ⊂ B, in order to keep the body B at a constant temperature for any t > 0.
The heating output is represented by N measurable functions qi : [0, T ]×R 7→ R,
continuous with respect to the second variable.
Now given a constant c ∈ R we consider all the possible amounts of heat subject
to the constraint

N∑

i=1

qi(t, u) = c, (5.2)

for all t ∈ [0, T ] and x ∈ B. Defining the multimap F : [0, T ] × Ω × R ⊸ R as

F (t, x, u) =

{
N∑

i=1

qi(t, u)fi(x), qi satisfying (5.2)

}

we obtain an analogous problem as (4.3), i.e.

{
∂u

∂t
+ ∆u−D(t, x) ∈ F (t, x, u) t ∈ [0, T ], x ∈ B

u(t, x) = u0(t, x) t ∈ [0, T ], x ∈ ∂B.

In this way we can obtain a solution that is optimal with respect to the controls
qi(t, u) satisfying (5.2) (see [3]).
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